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Abstract

The emerging technology Internet of Things (IoT) has introduced a new dimension of commu-

nications by providing connectivity in dense networks with long coverage range. Legacy IEEE

802.11 standard developed for sparse networks with short coverage range which is not suitable

for IoT. To address this issue, the IEEE TGah has developed IEEE 802.11ah standard to sup-

port dense networks by introducing restricted access window (RAW) mechanism. The grouping

strategy and RAW parameters of RAW mechanism have not been yet fully addressed in IEEE

802.11ah standard and are still an open issue. However, most existing grouping algorithms focus

on either even distribution of stations (STAs) or maximization of channel utilization to achieve

fairness among RAW groups assuming that the network is saturated which is more impractical.

Fair resource allocation depends on traffic demand when the network is non-saturated. There-

fore, we propose a grouping algorithm that considers the non-saturation condition of STAs

to enhance fairness. Moreover, we design a mathematical model to analyze the performance

of RAW mechanism for STAs with heterogeneous traffic demands. We evaluate the proposed

grouping algorithm via analytical model which has been solved by Maple. In this work, we

compare the performance between IEEE 802.11ah based grouping scheme and legacy DCF by

using the analytical result in order to indicate the importance of using IEEE 802.11ah standard

in dense IoT network. The analytical results shows that in a dense IoT network RAW group-

ing scheme provide superior performance than legacy DCF in terms of reliability, normalized

throughput, access delay and energy consumption. Further, we use Jain’s fairness index to es-

tablish that proposed traffic demand-based grouping algorithm provide fair resource allocation

among the RAW groups of heterogeneous STAs. Our traffic demand-based grouping algorithm

outperforms other existing grouping algorithms, particularly for non-saturated networks.

xv
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Chapter 1

Introduction

1.1 Background

In the era of advanced technology, the Internet of Things (IoT) introduces a novel dimension

of communication technology where connectivity is available to get any service by anyone from

anyplace at anytime on anything using any network. For making this dream into reality, it

is essential to develop an emerging wireless communication technology which could fulfill the

various requirements of IoT applications such as large coverage range, high scalability, low power

consumption, fairness, bounded delay and stable throughput [1]. To address these requirements

traditional Wi-Fi is not suitable for a IoT network for the following reasons [2]

• Devices such as STAs and smart meters are designed to last for several years on a single

battery. Long time monitoring of STAs is not possible with the use of higher power

consumption of legacy Wi-Fi.

• Most of the IoT networks are being designed to support dense installations. But existing

Wi-Fi has been intended for a sparse network with high throughput.

• Traditional Wi-Fi, which is operating in 5 GHz and 2.4 GHz, has a very limited range,

which makes it unsuitable for real time monitoring.

Due to these drawbacks of the classical Wi-Fi standard and the increased demand of end users,

the IEEE 802.11 working group initiated work on a new standard called 802.11ah in 2010.

The IEEE 802.11ah task group (TGah) specifies the MAC and PHY layer specifications [3],

operated at sub 1 GHz license exempt bands, mainly aimed to provide enhanced connectivity

with a longer transmission range and an increased number of stations per access point. Provision

for a range of throughput options from 150 Kbps to 40 Mbps is also a special feature targeted

by this technology [4]. IEEE 802.11ah has several novel features viz. target wake time (TWT),



2

relay access point, TIM segmentation, bi-directional TXOP, hierarchical organization, BSS

color, restricted access window (RAW), group sectorization, fast authentication and association,

short MAC header, response indication deferral (RID), channelization and transmission modes

for IoT network [5]. The RAW feature focuses on enhancing scalability, partitions stations

(STAs) into groups and permits channel access to one group during a RAW slot to reduce

collisions for dense IoT networks [6]. Specially with RAW the AP divides all STAs into several

groups, defines a set of time intervals called RAW slots and allocates each group to a RAW slot.

Apart from reducing the collision probability, such an approach reduces energy consumption an

important performance indicator for IEEE 802.11ah. Since the STAs can sleep almost always

except for the allocated time intervals [7]. However, grouping strategy and RAW parameters

such as number of RAW groups, duration of RAW slots, number of STAs per group have not

been yet fully addressed in the draft of IEEE 802.11ah standard and are still an open issue.

As a result, an efficient grouping strategy is required that could meet the requirements of IoT

applications and substantially improve the efficiency of the networks.

1.2 Motivation and Objectives

Internet of Things (IoT) has a strong impact on almost all the areas of economy and human

social life and it involves more and more devices, the majority being wireless [8]. To sat-

isfy heterogeneous requirements of various wireless IoT systems, the community develops new

technologies. Current low-power IoT communication technologies can be categorized into two

groups: Wireless Personal Area Network (WPAN) and Low-Power Wide Area Network (LP-

WAN) technologies [9]. WPAN technologies such as Zig-Bee, Bluetooth Low Energy provide

a medium data rate up to a few hundred kilo bits per second at short range of ten meters,

while LPWAN technologies LoRa, SigFox, NB-IoT, eMTC, Wi-SUN and IEEE 802.11ah focus

on long-range communications up to tens of kilometers and support low or medium data rate

from a few hundred bits per second to a few megabits per second [10]. In terms of WPAN,

Zig-Bee is developed based on IEEE 802.15.4 and supports a large number of devices and large

coverage by the use of a mesh topology, while Bluetooth Low Energy consumes less energy.

In terms of LPWAN, NB-IoT and eMTC are 5G technologies designed for IoT and operate

in licensed frequency bands, while others work in ISM band. LoRa and e-MTC support high

mobility, e-MTC supports critical service due to the high reliability and low latency, SigFox

has the longest transmission range [11]. Due to the short transmission range of WPAN and
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insufficient throughput of both WPAN and LPWAN, they are only applicable in a limited set

of IoT scenarios [12]. As such, a gap still exists for a low-power IoT communication technology

that offers sufficient throughput up to tens of megabits per second over medium transmission

ranges of a few kilometers. Traditional Wi-Fi which operates in a licensed frequency band with

a limited range and a bandwidth of 5GHz and 2.4GHz [13]. For this the traditional Wi-Fi is

not suitable for IoT network. Therefore, the new Wi-Fi standard IEEE 802.11ah, marked as

Wi-Fi HaLow, is introduced as a LPWAN technology to fill this gap, as it has the highest data

rate and medium transmission range between WPAN and most of the LPWAN technologies.

In an IEEE 802.11ah network, a single AP services thousands of stations. As the number of

stations increases, the network throughput and delay performance can decrease rapidly owing

to excessive channel contention. As contention becomes problematic, the problem could be

solved by limiting the number of stations contending at a time. Moreover, the IEEE 802.11ah

standard implements restricted access window (RAW) mechanism to reduce the contention in

the network [14]. The RAW mechanism partitions the network into several groups, splits the

channel time into various RAW slots and assigns each group with a RAW slot. Only allocated

STAs are allowed to transmit within corresponding RAW slots. However, the grouping strat-

egy has not been specified in the standard and still an active open research area. Although

the IEEE 802.11ah draft standard does not specify any grouping strategy, uniform grouping

scheme is widely used as the default grouping scheme [15–17] . The uniform grouping scheme

equally divides the network into several groups, evenly allocates the RAW slots to each group

and provides similar services among them. Limited work has been reported on RAW grouping

mechanism in IEEE 802.11ah. In [18] Model-Based RAW Optimization Algorithm (MoROA)

STAs are grouped based on their traffic characteristics and tried to maximize throughput and

fairness in terms on packet delivery ratio. In [19] a STAs grouping algorithm is designed based

on the heterogeneity in traffic demands of STAs. However, the authors works on maximize

channel utilization and do not ensure fairness among the RAW groups. Allocating a number of

STAs in RAW groups may solve the problem partially, but to achieve better results, fairness has

to be considered during group formation also. Fairness among the RAW groups is an important

issue in every network.

Based on the above analysis, this paper aims to develop new grouping algorithm for achieving

fairness among the RAW groups. The main objectives of the this research are outlined as

follows
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• To design an efficient grouping algorithm of RAW scheme for heterogeneous packet arrival

rates of stations.

• To design analytical models for legacy IEEE 802.11 and IEEE 802.11ah standard.

• To solve the derived complex analytical models of legacy IEEE 802.11 and IEEE 802.11ah

standard effectively using Maple.

• To determine the effectiveness of legacy IEEE 802.11 standard and IEEE 802.11ah stan-

dard in dense IoT network.

• To compare results of proposed grouping algorithm with the existing grouping algorithms.

1.3 Contributions

The main contributions of the paper are outlined as follows

• We develop a traffic demand-based grouping algorithm which takes into account the

heterogeneous properties of STAs and converts them into a traffic demand. This algorithm

assigns STAs into RAW groups in such a way that the demand is equal in each RAW

group.

• We also present existing random grouping and uniform grouping algorithm to examine

the comparison result with our proposed grouping algorithm.

• We develop a Markov chain-based analytical model for both saturated and non-saturated

state to evaluate the performance of RAW mechanism of IEEE 802.11ah networks with

heterogeneous STAs which adopt DCF protocol.

• We also develop a Markov Chain-based analytical model for both saturation and non-

saturation state of traditional IEEE 802.11 standard to examine the comparison results

with IEEE 802.11ah RAW based grouping mechanism.

• We examine through analytical model that grouping based IEEE 802.11ah standard pro-

vide better performance in terms of reliability, normalized throughput, access delay and

energy consumption than legacy IEEE 802.11.
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• We demonstrate through analytical model that our traffic demand-based grouping algo-

rithm improves fairness among the RAW groups as compared to random and uniform

grouping algorithm, particularly when the network is non-saturated.

1.4 Thesis Outline

The subsequent parts of the thesis are organized as follows

Chapter 2 presents literature review of IoT network, legacy IEEE 802.11 standard PHY

and MAC layer, DCF access mechanism and IEEE 802.11ah standard PHY layer and MAC

layer specification. Some related research on IEEE 802.11ah also presented in this chapter.

Chapter 3 presents a traffic demand-based grouping algorithm for fairness among the RAW

groups of heterogeneous stations in IEEE 802.11ah IoT networks. In this chapter existing

random grouping and uniform grouping also presented. Markov chain model for the IEEE

802.11ah RAW based grouping scheme and legacy DCF also analyzed in this chapter.

Chapter 4 investigates the performance between legacy DCF standard and IEEE 802.11ah

standard in terms of reliability, normalized throughput, access delay and energy consumption.

This chapter also provided a comparison result among random grouping, uniform grouping and

proposed grouping algorithm.

Chapter 5 concludes the thesis and recommendations for future work is also available in

this chapter.

1.5 Summary

This chapter introduces a background and related coexistence issues of Iot. Motivation, objec-

tives and contributions of the research work are also presented here. Finally, organization of

the thesis briefly described.
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Chapter 2

Literature Review

2.1 Introduction

This chapter gives a review on IoT network, legacy IEEE 802.11 standard PHY and MAC layer

specifications and its amendments, DCF access mechanism and IEEE 802.11ah standard PHY

layer and MAC layer specifications. Some related research on IEEE 802.11ah also presented in

this chapter.

2.2 Internet of Things (IoT)

The Internet of Things (IoT) is the network of physical objects or things embedded with

electronics, software, sensors, and network connectivity, which enables these objects to collect

and exchange data[20]. The IoT is enabled by the latest developments in RFID, smart sensors,

communication technologies and Internet protocols. In the Internet of Things (IoT), it is

possible to collect, record and analyze new data streams faster and more accurately by making

devices gather and share information directly with each other and the cloud [21]. A simple IoT

network is shown in Figure 2.1.

2.3 Architecture of IoT Networks

The IoT should be capable of interconnecting billions or trillions of heterogeneous objects

through the internet, so there is a critical need for a flexible layered architecture. The ever

increasing number of proposed architectures has not yet converged to a reference model [22].

Meanwhile, there are some projects like IoT-A [23] which try to design a common architecture

based on the analysis of the needs of researchers and the industry. From the pool of proposed

models, the basic model is a 3-layer architecture [24–26] consisting of the Application, Network,

and Perception Layers. In the recent literature however, some other models have been proposed
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Figure 2.1: A Simple IoT network

that add more abstraction to the IoT architecture [24–29]. Figure 2.2 illustrates some common

architectures among them is the 5-layer model (not to be confused with the TCP/IP layers)

which has been used in [24–26]. Next, we provide a brief discussion on these five layers.

• Objects Layer: The first layer, the Objects (devices) or perception layer, represents

the physical sensors of the IoT that aim to collect and process information. This layer

includes sensors and actuators to perform different functionalities such as querying loca-

tion, temperature, weight, motion, vibration, acceleration, humidity etc. Standardized

plug-and-play mechanisms need to be used by the perception layer to configure heteroge-

neous objects [25], [26]. The perception layer digitizes and transfers data to the Object

Abstraction layer through secure channels. The big data created by the IoT are initiated

at this layer.

• Object Abstraction Layer: Object Abstraction transfers data produced by the Objects

layer to the Service Management layer through secure channels. Data can be transferred

through various technologies such as RFID, 3G,GSM,UMTS,WiFi,Bluetooth LowEnergy,

infrared, ZigBee etc. Furthermore, other functions like cloud computing and data man-

agement processes are handled at this layer [25].

• Service Management Layer: Service Management or Middleware (pairing) layer pairs

a service with its requester based on addresses and names. This layer enables the IoT
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Figure 2.2: The IoT architecture (a) Three-layer, (b) Middle-ware based, (c) SOA based, (d)

Five-layer

application programmers to work with heterogeneous objects without consideration to a

specific hardware platform. Also, this layer processes received data, makes decisions and

delivers the required services over the network wire protocols [24], [26], [28].

• Application Layer: The application layer provides the services requested by customers.

For instance, the application layer can provide temperature and air humidity measure-

ments to the customer who asks for that data. The importance of this layer for the

IoT is that it has the ability to provide high-quality smart services to meet customers’

needs. The application layer covers numerous vertical markets such as smart home, smart

building, transportation, industrial automation and smart healthcare [24–27].

• Business Layer: The business (management) layer manages the overall IoT system

activities and services. The responsibilities of this layer are to build a business model,

graphs, flowcharts, etc. based on the received data from the Application layer. It is also

supposed to design, analyze, implement, evaluate, monitor and develop IoT system related

elements. The Business Layer makes it possible to support decision-making processes

based on Big Data analysis. In addition, monitoring and management of the underlying

four layers is achieved at this layer. Moreover, this layer compares the output of each

layer with the expected output to enhance services and maintain users’ privacy [24], [26].
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2.4 Applications of IoT

The Internet of Things is a present communication system that imagine a near future, where

devices of everyday life will be decorated with sensors, transceivers, actuators, micro-controllers

and applicable communication protocols that will allow them to communicate with anyone

from any place [10]. At present IoT is used in various field [25],[30–32]. Different kinds of IoT

applications are presented in Table 2.1.

Table 2.1: Different types of IoT applications

Io
T

A
pp

lic
at

io
ns

Consumer

Applications

Smart Home

Elder Care

Organizational

Applications

Medical and Healthcare

Transportation

V2X Communication

Building and Home Automation

Industrial

Applications

Manufacturing

Agriculture

Maritime

Infrastructure

Applications

Metropolitan scale deployments

Energy Management

Environmental Monitoring

Military

Applications

Internet of Battlefield Things

Ocean of Things

Product Digitization

2.5 Requirements of IoT Applications

Realizing the vision of the IoT is not an easy task due to the many challenges that need to be

addressed. Examples of key challenges include availability, reliability, mobility, performance,

scalability, interoperability, security, management and trust. Addressing these challenges en-

ables service providers and application programmers to implement their services efficiently [5],

[33–35]. IoT application requirement are described below

1. Availability
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In IoT network availability means provide hardware and software services anywhere and

anytime for customers. Software availability refers to provide services for everyone at

different places and hardware availability refers to the existence of devices all the time

that are compatible with the IoT functionalities and protocols.

2. Large coverage range

Newer wireless technologies known as LWPANs offer a lower-cost option for Internet of

Things applications that demand longer-range paths. Large coverage range is one of the

most important requirement for IoT applications.

3. Bounded Delay

It is a term used to describe a network in which the total delay experienced by data

traversing the network can be guaranteed not to exceed some predetermined value.

4. Reliability

Reliability means proper working of the system based on its specification. Its aims to

increase the success rate of IoT service delivery. In emergency response application reli-

ability become more critical and more important.

5. Low power Consumption

Most of the IoT devices are battery operated and it is not easy to replace their battery

due to the end of battery life time. Thus, IoT devices required less power consumption.

6. Fairness

Fairness means all the IoT devices get equal opportunity to access the channel. It is an

important feature for IoT applications.

7. Higher Scalability

Iot network scalability refers to the ability to add new devices, services and functions

for customers without negatively affecting the quality of existing services. Adding new

operations and supporting new devices is not an easy task especially in the presence of

diverse hardware platforms and communications protocols.

8. Mobility

Mobility is another important requirement for IoT network implementation because most

of the services are expected to be delivered to mobile users. Connecting users with their

desired services continuously while on the move is an important premise of the IoT.
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9. Performance

IoT services performance evaluating is a big challenge, because it depends on not only

the performance of the components but also the underlying technologies. The IoT needs

to continuously improve and develop its services to meet customers requirements.

10. Maximum Channel Utilization

Maximum channel utilization is an important challenge for IoT network. IoT network

core function is to exchange information between billions or trillions of internet connection

objects and it’s aims to ensure maximum channel utilization.

11. Management

The connection of billions or trillions of smart devices presents service providers with

daunting issues to manage the Fault, Configuration,Accounting, Performance and Secu-

rity aspects of these devices. This large number of IoT devices management is more

challenging.

12. Interoperability

End-to-end interoperability is another challenge for the IoT due to the need to handle a

large number of heterogeneous things that belong to different platforms. Interoperability

should be considered by both application developers and IoT device manufactures.

13. Security and Privacy

Security presents a significant challenge for the IoT implementations due to the lack of

common standard and architecture for the IoT security. In IoT network, it is not easy to

guarantee the security and privacy of users.

2.6 Legacy IEEE 802.11 Standard

IEEE 802.11 is part of the IEEE 802 set of local area network (LAN) technical standards and

specifies the set of media access control (MAC) and physical layer (PHY) protocols for imple-

menting wireless local area network (WLAN) computer communication. IEEE 802.11 standard

named as Wi-Fi is suitable for wireless local area networks (WLANs)[36]. The Institute of Elec-

trical and Electronics Engineering (IEEE) standards association has developed several global

standards in the area of wireless communications such as Wi-Fi, Bluetooth, and Zigbee[37].

The IEEE 802.11 technology operates in 2.4GHz and 5GHz industrial, scientific and medical
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(ISM) bands [38]. The Wi-Fi technology is originally designed for human to human commu-

nication through wireless connection. Computers, smart phones and tablets are some of the

most common devices which can use Wi-Fi technology[39]. These devices can connect to the

network, such as Internet via wireless access points (APs). With the development of mobile

Internet application and popularity of the smart phone usage, there is a huge demand for high

data rate services through Wi-Fi connection. Therefore, the throughput enhancement is one of

the most important theme in the Wi-Fi standard development. The IEEE 802.11 specification

only regulates the PHY and MAC layer of Wi-Fi technology and the Wi-Fi network uses the

same link layer protocol to connect with other local area networks for example, Ethernet.

The IEEE 802.11 standard association updates the Wi-Fi standard through amendments which

define new features and concepts [40]. Several representative amendments are listed to show

the development of the Wi-Fi technology as follows

• IEEE 802.11a is a PHY layer technology, orthogonal frequency-division multiplexing

(OFDM), it first introduced to enhance the throughput. Also, the 5GHz ISM band is first

used since the 2.4GHz band has already been crowded. This amendment is incorporated

into the published standard IEEE 802.11-1999 [13].

• IEEE 802.11b standard has a maximum raw data rate of 11Mbit/s and uses the same

media access method defined in the original standard. 802.11b products appeared on

the market in early 2000, since 802.11b is a direct extension of the modulation technique

defined in the original standard . The dramatic increase in throughput of 802.11b along

with simultaneous substantial price reductions led to the rapid acceptance of 802.11b as

the definitive wireless LAN technology. Devices using 802.11b experience interference

from other products operating in the 2.4GHz band [41].

• IEEE 802.11g June 2003, a third modulation standard was ratified: 802.11g. This works

in the 2.4GHz band like 802.11b, but uses the same OFDM based transmission scheme

as 802.11a. It operates at a maximum physical layer bit rate of 54Mbit/s exclusive of

forward error correction codes, or about 22Mbit/saverage throughput [13].

• IEEE 802.11n is an amendment that improves upon the previous 802.11 standards, its

first draft of certification was published in 2006. The 802.11n standard was retroactively

labelled as Wi-Fi 4 by the Wi-Fi Alliance. The standard added support for multiple-input

multiple-output antennas (MIMO). 802.11n operates on both the 2.4GHz and the 5GHz
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bands. Support for 5GHz bands is optional. Its net data rate ranges from 54Mbit/s to

600Mbit/s [13]. The IEEE has approved the amendment and it was published in October

2009.

• IEEE 802.11ac is a very high throughput of 1Gbps is accomplished through the use of

downlink multi-user MIMO technology and the maximum order of quadrature amplitude

modulation (QAM) has been increased to 256 [42]. It is approved in 2014.

• IEEE 802.11ad amendment operate in the 60GHz millimeter wave spectrum. This fre-

quency band has significantly different propagation characteristics than the 2.4GHz and

5GHz bands where Wi-Fi networks operate. Products implementing the 802.11ad stan-

dard are being brought to market under the WiGig brand name. The peak transmission

rate of 802.11ad is 7Gbit/s. IEEE 802.11ad is a protocol used for very high data rates

about 8Gbit/s and for short range communication about 1 − 10 meters. The standard

is not too well known, although it was announced in 2009 and added to the IEEE 802.11

family in December 2012 [42].

• IEEE 802.11ah published in 2017 defines a WLAN system operating at sub − 1GHz

license-exempt bands. Due to the favorable propagation characteristics of the low fre-

quency spectra, 802.11ah can provide improved transmission range compared with the

conventional 802.11 WLANs operating in the 2.4GHz and 5GHz bands. 802.11ah can be

used for various purposes including large scale sensor networks, extended range hotspot

and outdoor Wi-Fi for cellular traffic offloading, whereas the available bandwidth is rel-

atively narrow. The protocol intends consumption to be competitive with low power

Bluetooth, at a much wider range [3].

• IEEE 802.11ai is an amendment to the 802.11 standard that added new mechanisms

for a faster initial link setup time [43].

• IEEE 802.11aj a derivative of 802.11ad for use in the 45GHz unlicensed spectrum

available in some regions of the world [43]. It also provides additional capabilities for use

in the 60GHz band. Alternatively known as China Millimeter Wave (CMMW).

• IEEE 802.11aq is an amendment to the 802.11 standard that will enable pre-association

discovery of services. This extends some of the mechanisms in 802.11u that enabled device

discovery to discover further the services running on a device or provided by a network.
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• IEEE 802.11ax is the successor to 802.11ac, marketed as Wi-Fi 6 and Wi-Fi 6E by the

Wi-Fi Alliance. It is also known as High Efficiency Wi-Fi, for the overall improvements

to Wi-Fi 6 clients under dense environments. The IEEE 802.11ax-2021 standard was

approved on February 9, 2021 [44].

• IEEE 802.11ay is a standard that is being developed, also called EDMG (Enhanced

Directional Multi Giga) bit PHY. It is an amendment that defines a new physical layer

for 802.11 networks to operate in the 60GHz millimeter wave spectrum. It will be an

extension of the existing 11ad, aimed to extend the throughput, range and use-cases. The

peak transmission rate of 802.11ay is 40Gbit/s. The main extensions include MIMO up

to 4 streams and higher modulation schemes and the expected range is 300− 500m [45].

• IEEE 802.11ba is a Wake-up Radio (WUR) Operation an amendment to the IEEE

802.11 standard that enables energy efficient operation for data reception without in-

creasing latency. The target active power consumption to receive a WUR packet is less

than 1milliwatt and supports data rates of 62.5kbit/s and 250kbit/s [46]. The WUR

PHY uses MC-OOK to achieve extremely low power consumption.

• IEEE 802.11be is a Extremely High Throughput (EHT) potential next amendment

to the 802.11 IEEE standard and will likely be designated as Wi-Fi 7. It will build

upon 802.11ax, focusing on WLAN indoor and outdoor operation with stationary and

pedestrian speeds in the 2.4GHz, 5GHz, and 6GHz frequency bands [47].

2.6.1 PHY Layer Specifications

The PHY layer is the lowest layer in the protocol architecture which enables the signal waveform

to transmit in the wireless medium. It specified bit rates of 1 or 2mb/s and 20MHz bandwidth

[36]. It specified three alternative physical layer technologies

• Diffuse infrared operating at 1Mbit/s

• Frequency-hopping spread spectrum operating at 1Mbit/s or 2Mbit/s

• Direct-sequence spread spectrum operating at 1Mbit/s or 2Mbit/s

The latter two radio technologies used microwave transmission over the Industrial Scientific

Medical (ISM) frequency band at 2.4GHz [48]. Its specified data rate was to be transmitted
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via infrared (IR) signals or by either frequency hopping or directsequence spread spectrum

(DSSS) radio signals.

The Clear Channel Assessment (CCA) is a logical function in the physical layer for carrier

sensing and collision detection. Through this function, the Wi-Fi device can determine the

current state of the wireless channel. One way of CCA is that it measures the energy level in

the wireless medium and detect whether the level is above the threshold or not. If the measured

energy level is above the threshold, the device determines the channel is busy and otherwise it

determines it is idle. The energy can be generated by any types of signal operated in the ISM

band. These signals can be Wi-Fi signals or others, such as Bluetooth and Zigbee. The CCA

function can also determine the wireless channel condition without measuring the energy level

of the medium. In this case, the STA determines that the channel is busy if it detects a carrier

with the characteristics of the Wi-Fi standard.

2.6.2 MAC Layer Specifications

A representation of the MAC architecture is shown by Figure 2.3. The DCF provides the fun-

damental contention-based channel access method. This function deals with the asynchronous

best effort traffic in which all users attain equal chance to access the medium. The Point Co-

ordination Function (PCF) is an optional method which can support contention-free channel

access. It is based on polling controlled by the AP and can meet the requirement of real time

communications, for instance, voice and video streaming. The PCF is currently replaced by

Figure 2.3: Legacy IEEE 802.11 MAC architecture

Hybrid Coordination Function (HCF) which combines the contention-based and contention-free

method. The HCF is composed of a contention-based function called Enhanced Distributed

Channel Access (EDCA) and a control-based function named Hybrid Controlled Channel Ac-
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cess (HCCA). These functions aims to provide required quality of service (QoS) in which the

traffic categories are defined to support prioritized transmission. The HCCA allows contention-

free channel access while EDCA does not [48]. Since the thesis scope is the contention-based

channel access, only the details of DCF is discussed here.

2.6.2.1 Distributed Coordination Function

The DCF is a distributed channel access manner by which the STA itself can determine the

time and method to access. It is also known as carrier sense multiple access with collision

avoidance (CSMA/CA). The fundamental mechanism of CSMA/CA is ‘’Listen before Talk”

in which STAs listen to the channel before transmitting data. Thus, the STA is required to

contend with others in order to access the channel. The complete diagram of this procedure is

illustrated by Figure 2.4.

F When a STA generates a packet which is required to deliver, it first senses if the medium is

Figure 2.4: DCF channel access mechanism

idle for a period of time of DCF interframe space (DIFS). If the channel becomes busy during
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DIFS, STA keeps sensing the channel until it becomes idle again. After the channel is sensed

idle for DIFS, the STA generates a random backoff counter which is uniformly distributed be-

tween 0 and contention window (CW) and initializes the backoff procedure. The backoff time is

slotted and the STA senses the channel condition slot by slot. Every time the STA determines

that the channel is idle for one backoff slot, it decreases the backoff counter by one. When the

backoff counter decreases to zero, the STA starts transmitting data. The channel sensing time

in backoff is equal to the product of the backoff counter and backoff slot. The backoff counter

is frozen if the channel becomes busy; and continues decreasing after channel is sensed idle for

DIFS. The size of the CW is initialized to be the minimum value and one backoff slot duration

is fixed based on the PHY layer characteristic.

The backoff procedure provides a random channel access method which can avoid collision

relatively but cannot ensure a reliable transmission. Therefore, STAs need to receive an ac-

knowledgement (ACK) frame to confirm that the transmission is successful. A time interval

called short interframe space (SIFS) is used to separate two consecutive frames in the same di-

alogue, for example, data and ACK. This amount of time enables the receiver to have adequate

time to process the data [49].

A collision occurs when two or more STAs transmit data simultaneously. The STA is not able

to detect a collision while transmitting since the duplex radio does not exist. Therefore, once

an STA starts a transmission, it will continue until the transmission finishes whether a collision

occurs or not. After the transmission, if the STA cannot receive the ACK, it can identify that

a collision may have occurred and double the size of its CW in the next transmission attempt.

Therefore, the STA retransmits the packets with a doubled CW than its previous transmission

and discards the packet after maximum number of retransmission limit [49].

DIFS is the minimal channel sensing time before transmission since the STA may generate the

backoff counter with the value of zero. The relationship between SIFS and DIFS is illustrated

by Formula (2.1), where αSlotT ime represents the duration of one backoff slot [50].

DIFS = SIFS + αSlotT ime ∗ 2 (2.1)

The reason why SIFS is shorter than DIFS is to prioritize the ACK frame transmission and

enable the current dialogue to continue. If other STA initializes the channel access inside SIFS

period, the ACK frame will be transmitted before other STA finishes DIFS sensing. After the

STA finishes transmitting the data, it waits for a time interval called ACKTimeout to receive

the ACK frame. After the period of ACKTimeout, if the STA does not receive the ACK, it
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determines that a collision may have occurred. The value of ACKTimeout is illustrated by

equation (2.2), where αPHY RxStartDelay indicates the delay caused by the PHY layer [50] .

ACKTimeout = SIFS + αSlotT ime+ αPHY RxStartDelay (2.2)

2.6.2.2 Point Coordination Function

Point coordination function (PCF) is a media access control (MAC) technique used in IEEE

802.11 based WLANs, including Wi-Fi. It resides in a point coordinator also known as access

point (AP), to coordinate the communication within the network. The AP waits for PIFS

duration rather than DIFS duration to grasp the channel. PIFS is less than DIFS duration and

hence the point coordinator always has the priority to access the channel.

The PCF is located directly above the distributed coordination function (DCF), in the IEEE

802.11 MAC architecture. Channel access in PCF mode is centralized and hence the point

coordinator sends CF-Poll frame to the PCF capable station to permit it to transmit a frame.

In case the polled STA does not have any frames to send, then it must transmit null frame. Due

to the priority of PCF over DCF, STAs that only use DCF might not gain access to the medium.

To prevent this, a repetition interval has been designed to cover both (Contention free) PCF &

(Contention Based) DCF traffic. The repetition interval which is repeated continuously, starts

with a special control frame called beacon frame. When STAs hear the beacon frame, they start

their network allocation vector for the duration of the contention free period of the repetition

period.

2.6.2.3 Hybrid Coordination Function

The Hybrid Coordination Function (HCF) is used to ensure the quality of service in WLANs

according to 802.11. The HCF coordination function is functionally based on the radio channels

and provides defined channel capacities at any time via the base station.

HCF works in conjunction with an Enhanced Distributed Coordination Function( DCF)

of the Enhanced Distributed Coordination Function( EDCF). It includes two access methods,

distributed and competitive access, Enhanced Distributed Channel Access( EDCA), and cen-

trally controlled and non-competitive access, HCF Controlled Channel Access( HCCA). To

delineate these access methods, the time period between 802.11 frames is divided into two: the

non-competitive, Contention Free Period( CFP) and the competitive, Contention Period( CP).

In the CFP period, access to the transmission medium is by means of HCCA and in the CP
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period by means of both HCCA and EDCA.

2.7 IEEE 802.11ah Standard

IEEE 802.11ah, standard marketed as Wi-Fi HaLow, is a new sub-1GHz Wi-Fi technology

for the Internet of Things (IoT), aiming to address the major challenge of the IoT: providing

connectivity among a large number of power constrained stations deployed over a wide area. In

order to achieve this goal, several novel features are introduced in IEEE 802.11ah in both the

Physical Layer (PHY) and Media Access Control (MAC) layer [3]. These features have been

extensively studied from various perspectives in the past years. A brief of this standard that

relates to this research is described in this section.

2.7.1 PHY Layer Specifications

IEEE 802.11ah sub-1GHz PHY defines Orthogonal Frequency Division Multiplexing (OFDM)

which is 10 times down-clocked operation of IEEE 802.11ac’s PHY. It supports 1, 2, 4, 8 and

16 MHz channel bandwidths with sub-1GHz, AP STA supports 1 and 2 MHz mandatory. Sub-

1GHz frequency bands use narrow bandwidth allows it to improve coverage range (up to 1

km) with considerably less power consumption than traditional Wi-Fi technologies, which use

frequencies in the 2.4 and 5 GHz bands. IEEE 802.11ah uses different sets of MCSs (modulation

and coding schemes), NSS (Number of Spatial Streams) and GI (Guard Interval) for different

channel width, thus results in different data rate. Sub-1GHz band supports MCS value 0 to 7

and MCS 10. To support multiple input and multiple output NSS ranges from 1 to 4 and GI

8 or 4 [3].

S1G non-AP STA shall support the following features

• 1MHz and 2MHz channel width

• supports S1G− 1M , S1G− SHORT PPDU

• S1G− LONGPPDU , if channel width ≤ 4MHz

• support MCSs 0 to 2 and MCS 10

• binary convolutional coding

• fixed Pilots
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An S1G AP STA shall support the following features

• support single user

• channel width 1MHz and 2MHz and Nss value 1

• single spatial stream MCSs 0 to 7, and MCS10 for 1 MHz PPDU only

• supports S1G-1M, S1G-SHORT PPDU

• S1G-LONG PPDU, if channel width ≤ 4 MHz

• binary convolutional coding

• fixed pilot

In this work we consider S1G AP STA. IEEE 802.11ah supports three different PLCP

protocol data unit (PPDU) formats, i.e., S1G − 1M , S1G − SHORT and S1G − LONG.

S1G−1M is used for channel width 1MHz. For the other channel widths, S1G−SHORT is for

Single-User (SU) transmission and S1G−LONG is for Multi-User (MU) and SU transmissions.

In this work we consider S1G−LONGPPDU frame format because our model support multi-

user and single user transmission with a single access-point (AP). PPDU frame format is shown

in Figure 2.5 [3].

2.7.2 MAC Layer Specifications

Several MAC augmentations are stated by IEEE 802.11ah to the legacy standards. To pro-

vide prioritised QoS, restricted QoS and target wakeup QoS IEEE 802.11ah standard supports a

STF LTF SIG-A MSDU

Frame
Control A1 A2 A3 A4Sequence

Control Frame Body FCS

Bits: 

Bits: 

52 52 52 variable

16 16/48 16/48 0/16 0/48 0/48 320 ~ 16272

PHY Header
PPDU

MAC Header

Figure 2.5: PPDU frame format
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MAC layer architecture shown in Figure 2.6. MAC layer architecture consists of a Hybrid Coor-

dination Function (HCF) contention access EDCA, Restrict Access Window (RAW) contention

access and Target Wakeup Time (TWT) contention access mechanism [3].

HCF Contention 
Access (EDCA)

Resticted Access 
Window (RAW)

Target Wakeup 
Time (TWT)

Distribution Coordination Function (DCF)

S1G PHY

Required for Prioritized
QoS Services

Required for Restricted
QoS Services

Required for Target
Wakeup QoS Services

Figure 2.6: IEEE 802.11ah MAC architecture

Some MAC Layer feature are described below

1. Fast authentication and association

At first all the STAs start to set up a link with the AP. A STA sends an authentication

request and association request to the AP. Using this request message the AP learn

about the STA. The AP sends back an authentication response and association response

to inform the STA network parameters and assigns an AID. In traditional Wi-Fi networks

the STAs employ the DCF for channel access as the number of STAs is usually small.

When large number of STAs try to associate at the same time the link set-up take a

long time due to collision of the authentication and association messages. This becomes

an issue in IEEE 802.11ah, due to the large number of devices in IoT networks. To

address this issue, two effective fast authentication and association control mechanisms

are proposed for IEEE 802.11ah.

In Centralized Authentication Control (CAC), the AP dynamically changes the portion of

STAs that are allowed to send request messages. Specifically, the AP sets a threshold and

broadcasts it to all stations by sending beacon frames. The beacon is a management frame

and contains network information and transmitted periodically by the AP to announce

the presence of a wireless network and to synchronize all STAs. When a STA is initialized,

it generates a random back-off value and tries to send request message to the AP if the

random value is smaller than the threshold obtained from the received beacon. Otherwise,
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it postpones authentication/association until the next beacon arrives.

In Distributed Authentication Control (DAC), a beacon interval is divided into sub-

intervals called Authentication Control Slots (ACSs). Stations randomly select a beacon

interval and a ACS to send their request. If a station does not succeed to authenticate,

it resends the request in the next mth beacon interval and ith ACS, the values of m and i

are generated based on the truncated binary exponential backoff mechanism.

2. Restricted Access Window (RAW)

RAW the STA grouping mechanism, is proposed to mitigate collisions and improve per-

formance in dense IoT networks. It is a combination of TDMA and CSMA/CA, which

splits STAs into groups and only allows STAs assigned to a certain group to access the

channel using DCF or EDCA at specific times. In IEEE 802.11 system, the AP gives

an Association Identifier (AID) during the association stage. IEEE 802.11ah standard

introduce a 13 bit hierarchical AID structure to extends the length of the traffic Indica-

tion Map (TIM) up to 8192 bits to support a 8192 STAs. Every bit in the TIM bitmap

corresponds to a device if the AP has a data packet destined to it. The AP broadcast

periodically delivery- Traffic Indication Map (DTIM) beacon which is the bitmap of the

Traffic Indication Map (TIM) beacons [51]. The duration between two consecutive TIM

beacon is consist of multiple RAW periods and Contention Free Periods (CFP). Further,

each RAW consists of several RAW slots. In this RAW slot a group of designated STAs

contends for accessing the channel followed by DCF or EDCA mechanism [52]. The RAW

structure is shown in Figure 2.7.
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To enhance network throughput performance, enables fair channel access among the con-

tending STAs and reducing collision probability the channel is only shared by the STAs

belonging to a RAW slot. Therefore, inform the STAs in which RAW slot it is assigned

the AP broadcasts a beacon RAW parameters set (RPS) information element (IE) that

specifies the start time of the RAW, RAW duration, AID of the assigned STAs [11]. A

field called cross slot boundary (CSB) is present in the RPS element. If the CSB field is

set to 0 that means the STA differ from transmission due to in-sufficient time to transmit

the frame. On the other hand CSB field is set to 1 for cross slot boundary condition. In

cross slot boundary condition a STA can transmit frame if it does not finish transmission

prior to the end of the current RAW slot. After the end of the assigned RAW slot dura-

tion the designated STAs is a RAW slot go to sleep mode until their assigned RAW slot

arrived in the next beacon interval.

3. Group sectorization

Group sectorization is consist of time and space-division multiplexing. It divides the cov-

erage area of a Basic Service Set (BSS) into sectors and each sector contain a subset of

STAs. It’s aim to mitigate hidden STA problem, contention or interference. The sector-

ization is achieved by the AP transmitting or receiving through a set of antenna beams to

cover different sectors of the BSS, except that the AP may alternate the omnidirectional

beacons and the sectorized beacons and all STAs can transmit of their geographical lo-

cations during the omni beacon interval in the BSS. Group sectorization is a simplified

version of RAW, as STAs are grouped only based on location. The difference is that it

allows more than one sectors to be active at the same time and is only suitable for APs

and STAs with directional antennas.

4. TIM segmentation

For STAs in Power Save (PS) mode, a TIM element is included in each TIM beacon to

indicate the STAs set for which the AP has buffered packets. If no buffered packets are

destined for a STA, it returns to the doze state. Otherwise, it sends a PS-Poll frame to

retrieve the buffered packets. However, for STA that have little downlink traffic from the

AP, receiving every beacon frame is not energy efficient and becomes the bottleneck of the

whole power management framework. To address this issue, an advanced power saving

mechanism is introduced called TIM segmentation, which splits the TIM information

into N segments and the information of each TIM group is carried by its corresponding
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TIM beacon. Delivery Traffic Indication Map (DTIM) beacons are for TIM group-level

signaling and TIM beacons are for STA-level signaling. All STAs wake up periodically to

receive the DTIM beacon and check whether the AP has pending data for their own TIM

group. If so, STAs wake up again to listen to their corresponding TIM beacon, otherwise

resume sleep mode until the next DTIM announcement.[52]

5. Target Wake-up Time (TWT)

TWT is a method of reducing power consumption for the STAs which transmit frame

sporadically. In TWT, STAs can negotiate with the AP a series of time instances called

TWT Service Period (SP) about when they should wake up to exchange frames. Therefore

they are not required to wake up even for receiving beacons and can stay in a power saving

state for very long periods of time. Either the AP or a STA starts TWT negotiation.

The AP or TWT STA can end the TWT by transmitting a tear-down frame. The main

TWT parameters are target wake time, minimum wake duration, wake interval, flow

type. Target wake time indicates when the first TWT interval begins, minimum wake

duration is the minimum value of TWT SP, TWT wake interval equals to the average time

between successive TWT SPs and flow type indicates whether a trigger packet should be

sent before transmitting data packets during SP.

6. Hierarchical organization

The AID is a 14-bit long unique value assigned to a STA by the AP during association

handshake and ranges 1–2007. In particular, AID = 0 is reserved for group addressed

traffic. Therefore, an AP cannot have more than 2007 associated STA. To support large

scale networks, the maximal AID value is increased to 8191 in IEEE 802.11ah. To simplify

operations with such a huge number of associated STA, the hierarchical organization

mechanism is proposed to organizes stations by 13-bit AIDs according to a four-level

structure, including 2-bit pages, 5-bit blocks, 3-bit sub-blocks and 3-bit stations.

7. BSS color

Dense deployment of IEEE 802.11 networks can lead to Overlapping Basic Service Sets

(OBSSs), resulting in interference among STAs from different BSSs and degraded network

performance. To solve the OBSS problem, a novel feature named BSS Color is introduced

into IEEE 802.11ah. In BSS Color, each BSS is assigned to a unique color and such

information is encoded in the PHY header of each packet. During packet reception, if a
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STA detects the packet has a different BSS color from its own, it terminates the ongoing

packet reception process to reduce power consumption and interference.

8. Short MAC header

In legacy IEEE 802.11 networks, the MAC frame header contains at most four 6-byte MAC

addresses, leading to a total header length of 40 bytes. Thus, for a 100-byte payload, the

MAC header overhead is 40 percent. For smaller payload the overhead is even higher.

To reduce the overhead IEEE 802.11ah defines a new backward incompatible format of

shortened headers for data, management and control frames with a length of from 10 to

24 bytes depending on the context. In the short MAC frame headers, the Duration/ID

field, Quality of Service (QoS) and High Throughput (HT) fields are excluded and the

6-bytes address field is replaced by a 2-bytes Short identifier (SID) field. Both legacy and

short MAC frame headers are supported by IEEE 802.11ah.

9. Response Indication Deferral

As the short MAC header contains no Duration/ID field, which is required by Net Allo-

cation Vector (NAV) for virtual carrier sensing, a novel channel access mechanism called

Response Indication Deferral (RID) is introduced in IEEE 802.11ah. In the PHY header,

there is a 2-bits response indication field that defines four types of responses, i.e. the ways

of calculating the value of the RID timer. Right after the reception of the PHY header of

a frame, the STA sets the RID timer based on the value of the response indication field

and starts counting down until the values of the RID timer comes down to 0, indicating

the channel becomes idle.

10. Relay

To support IoT scenarios with large coverage, IEEE 802.11ah extends the transmission

range between an AP referred to as the root AP and STA with a relay. A relay logically

consists of a relay AP and a relay STA. The relay AP is associated to STA and the relay

station is associated to a root AP. For downlink transmission the packets are transmitted

by the root AP to the relay STA and the relay STA forwards the packets to the relay AP,

which then transmits the packets to the STA and vice versa for uplink transmission. To

simplify the forwarding mechanism the relay is limited to a two-hop link between a STA

and the root AP.
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2.8 Related Works

There are several literature’s that proposed the grouping scheme of RAW mechanism to im-

prove the network performance and/or to ensure fairness among contending STAs. T. Chang

et al. [53] designed a load-based grouping algorithm to enhance channel utilization of each

RAW group. In this scheme, the authors have done STA grouping by considering heteroge-

neous traffic demand such as sampling rate and packet length. The author calculated expected

traffic demand based on sampling rate and packet length but traffic demand also related to

heterogeneous bit rate of contending STAs. Number of RAW groups and RAW slot duration

is fixed and AP assigns a STA in a RAW group based on traffic demand. The performance of

this load balanced sensor grouping algorithm is evaluated by simulation. This grouping scheme

maximize the channel utilization and provide a comparison result with random grouping only.

However, the authors do not ensure fairness among the RAW groups and unsaturated network

and only homogeneous bit rate is considered. A novel analytical model to estimate the associ-

ation delay of IEEE 802.11ah protocol was proposed in [14]. In this work, the authors showed

that their exist an optimum RAW group size that minimum association delay of STAs. An en-

hance authentication control algorithm which utilizes the optimum RAW group size to provide

the minimum association delay is proposed. The numerical and analytical result showed that

the proposed method estimate minimum association delay but their grouping strategy is not

clear. However, channel utilization, fairness, number of RAW groups and RAW slot duration

are not addressed in this paper and mainly focus centralized authentication control.

N. Nawaz et al. [54] designed a analytical model where RAW slot duration is chosen accord-

ing to number of STAs per group for uniform grouping scheme. The STAs are considered to be

in saturation so that all STAs have data packets readily available in their buffers and assume

that there are no hidden STAs in the network and the channel is in an ideal condition where

there are no communication errors. The authors demonstrate that the throughput under pro-

posed scheme can be significantly enhanced when compared to a conventional implementation.

However, this model could not solve the optimization issues when heterogeneous and non-

saturated traffic issues are considered and the RAW slot duration variation strategy is not clear

in this paper. A Model-Based RAW Optimization Algorithm (MoROA) based on surrogate

model was proposed to determine the optimum RAW parameters for dynamic traffic pattern

of heterogeneous STAs [18]. The authors use surrogate model to determine the optimal RAW

configuration under a variety of network and traffic conditions and supports heterogeneous
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STAs with different MCS and average packet sizes. The surrogate model accuracy is compared

through simulation result. In this work, Performance of MoROA is compared to traditional

802.11 channel access methods and result less error with higher throughput in dense heteroge-

neous networks. However, in this work real time network scenario is not clear and the simulation

result compare with traditional DCF mechanism except compare with other grouping algorithm

in IEEE 802.11ah. In [55], the performance degradation in the IEEE 802.11ah networks result-

ing from hidden terminals has been analyzed first, and then the hidden matrix-based regrouping

(HMR) scheme has been proposed to resolve this problem. The idea behind this approach is

to detect hidden terminals at the AP. Thereafter, the hidden STA matrix is generated, and

the STAs experiencing hidden terminal are moved to another group. Simulations result showed

that HMR algorithm eliminates most of hidden STA pairs and improve the performance of the

802.11ah network significantly in terms of the number of hidden STA pairs and power-save poll

(PS-Poll) transmission end time. However, the authors focus on hidden STAs problem only. A

novel real-time grouping algorithm has been proposed in [56] based on the current traffic sit-

uation. The proposed algorithm considers both dynamic and heterogeneous traffic conditions.

The parameter estimation takes place in the AP and it uses the available information obtained

by access point (AP) during the last beacon interval. This algorithm is run at the beginning

of each beacon interval making it real-time. TAROA determines the RAW parameters and

assigns STAs to RAW slots based on this estimated transmission frequency. The simulation

results shows that, compared to enhanced distributed channel access/distributed coordination

function (EDCA/DCF), the TAROA algorithm can highly improve the performance of IEEE

802.11ah dense networks in terms of throughput, especially when hidden nodes exist in static

traffic condition. A method has been developed for the optimal RAW size selection in [57].

Based on the success probability observed in the network, the number of devices contending for

the uplink access is estimated. Using the success probability, an AP can estimate the number

of devices for the uplink access. By the proposed algorithm, many devices can access the uplink

channel efficiently. Then, the optimal RAW size is computed utilizing the relationship between

the number of contending devices and the RAW size. Therefore, the simulation results show

that the proposed algorithm has higher success access probability than the legacy schemes.

In [19], the authors proposed a traffic-aware grouping scheme to enhance channel utilization

for a large-scale IoT networks in heterogeneous traffic conditions. In this scheme, the authors

have done STA grouping by considering heterogeneous traffic demand such as sampling rate
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and packet length and transmission bit rate. The author calculated expected traffic demand

based on sampling rate, packet length and transmission bit rate of contending STAs. Number

of RAW groups and RAW slot duration is fixed and AP assigns a STA in a RAW group based

on traffic demand. The performance of this traffic aware sensor grouping algorithm is evaluated

by simulation. This grouping scheme maximizes the channel utilization and ensuring fairness

among RAW groups in saturated condition. However, this algorithm could not perform as well

in non- saturated traffic conditions. In [58], a heuristic method was developed to solve unfair

grouping problem of IEEE 802.11ah. Fairness among the RAW groups is achieved by a CW

selection and CW adjustment methods. In this scheme, a weight-based contention window

selection method, and a method that dynamically adjusts the contention windows of STAs

in accordance with their channel utilization are developed and weight assignment has been

achieved by utilizing the amount of data each STA generates per second. Results from extensive

simulations conducted in a dense IoT network show that the proposed fairness model achieves

a superior performance than the existing methods in terms of throughput, packet delay, energy

efficiency, and fairness. However, it is difficult to select and optimize weight based CW and this

grouping method is impractical due to choose of homogeneous traffic condition of STAs. In [59],

fair and efficient resource allocation method for IEEE 802.11ah with heterogeneous data rate

was proposed. AP distributes STAs into RAW groups based on transmission data rates of STA

only. The authors use Markov chain to derive the analytical model. In this work, numerical

and experimental results showed that data rate based grouping can significantly improve the

aggregate network throughput performance, as compared to the conventional random grouping

and Jain’s fairness index (JFI) also used to compare fairness among the RAW group. However,

this algorithm forms only one RAW group for homogeneous transmission data rates of the

network and it behaves as DCF protocol of IEEE 802.11. Thus, it fails to achieve the goal

of IEEE 802.11ah RAW mechanism in homogeneous data rate network scenario. Data rate

based grouping [60] was proposed to improve network performance for heterogeneous channel

conditions. AP distributes STAs into RAW groups based on transmission data rates of STA

only. In this work, a analytical model is derived but how it is not clear and the analytical

results evident that the proposed data rate based grouping scheme can resolve the performance

anomaly and improves the aggregate throughput than uniform grouping. Fairness among the

RAW group is not investigate here. However, this algorithm forms only one RAW group for

homogeneous transmission data rates of the network and it behaves as DCF protocol of IEEE
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802.11. Thus, it fails to achieve the goal of IEEE 802.11ah RAW mechanism in homogeneous

data rate network scenario.

In [61], a dynamic channel grouping scheme was developed based on agglomerative hier-

archical clustering to enhance normalized throughput and fairness among the RAW groups

considering homogeneous packet arrival rates. In this scheme, evaluation of the network is

done after every beacon interval and optimum station grouping and group parameters are

broadcasted before the start of a next beacon interval. The proposed model was tested against

uniform grouping and random grouping. The results of proposed grouping scheme show the

improvement in normalized throughput and fairness compared random and uniform grouping

algorithm. However, practical heterogeneous traffic conditions are not considered in this ap-

proach. In [62], a randomness region based grouping scheme were proposed to control the

number of hidden STAs and to minimize frame collision among the STAs. The proposed model

was solved by Markov model analytical and simulation. The proposed Markov model and NS3

simulation results reveal that the proposed algorithms outperform then random grouping al-

gorithms in terms of throughput, packet loss, packet collision rate, and fairness index. These

proposed algorithms ignore the traffic condition of STAs but consider the location of STAs for

grouping and regrouping purpose. Ali et al. [63] presented an Markov chain-based analytical

model to analyze the performance of RAW mechanism under EDCA protocol for non-saturated

traffic load and noisy channel condition. However, RAW parameters and grouping strategy are

not consider in this work. In [64], both homogeneous and heterogeneous traffic patterns have

been considered for evaluating the performance. The performance parameters like throughput,

latency and power consumption are evaluated under varying number of stations and groups. It

is observed that the performance variations between different RAW duration values vary due

to setting and resetting of the backoff values in each RAW slot. The frequent switching among

the backoff states reduces RAW performance. Very short RAW duration increases the number

of beacons thereby increasing control overheads. However, the long RAW duration reduces

overhead with higher throughput but increases latency.

Wayan Damayanti et. al.[65] proposed a collision chain mitigation method. The collision

chain mitigation method identifies the current on-going collision chain and interrupts the col-

lision by broadcasting message. After receiving that message, no station is allowed to contend

except the stations those have transmitted before collision. Along with mitigation methods,

it further reduces the hidden stations by grouping and regrouping strategies. The simulated
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Table 2.2: Summary of related works

Ref. &

year

Traffic

Condition

Grouping Basis Performance

metrics

Compare Limitations

2015

[53]

Saturated Packet length,

Sampling rate

Average channel

utilization

Random Homogeneous bit

rate is considered

2017

[14]

Not clear No. of contend-

ing STA

Group size &

association time

N/A Grouping not clear

2017

[54]

Saturated RAW slot dura-

tion

Throughput Conv.

RAW

Homogeneous traffic

considered

2018

[18]

Real time Heterogeneous

STAs, packet

size

Throughput, De-

lay & Fairness

Legacy

DCF

Real time scenario is

not clear

2016

[55]

Not clear No. of STA Frequency &

hidden STAs

pairs

Conv.

RAW

Throughput, fair-

ness, delay are not

find

2017

[56]

Real time Heterogeneous

traffic

Throughput,

packet loss &

latency

Legacy

DCF /

EDCA

Performance de-

grades in dynamic

traffic

2014

[57]

Saturated Success proba-

bility

Success proba-

bility

Legacy

DCF

RAW size is determi-

nation is impractical

2016

[64]

Saturated Traffic pattern Throughput, la-

tency & average

active time

N/A Performance param-

eter tested in fixed

scenario

2016

[65]

large-scale Threshold value Throughput &

delay

Conv.

RAW

Computational com-

plexity

2015

[66]

Saturated Energy thresh-

old

Throughput,

fairness, energy

N/A Only homogeneous

traffic considered

2014

[67]

Saturated Uplink, down-

link segment

duration

Packet delivery

ratio, energy effi-

ciency

N/A Divide downlink, up-

link in real time traf-

fic is challenging

2019

[19]

Saturated Heterogeneous

traffic

Channel utiliza-

tion & fairness

Random Could not perform in

unsaturated network
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Table 2.2: Summary of related works (continued)

Ref. &

year

Traffic

Condition

Grouping Basis Performance

metrics

Compare Limitations

2019

[58]

Real time Contention win-

dow (CW)

Throughput,

packet delay,

energy efficiency

& fairness

Random,

GS-

FMM

Difficult to select and

adjust optimum CW

2019

[59]

Saturated Data rate Aggregate

throughput &

fairness

Random Goal of RAW is fail

in homogeneous data

rate

2020

[60]

Not clear No. of STAs &

data rate

Aggregate

normalized

throughput

Uniform Goal of RAW is fail

in homogeneous data

rate

2020

[61]

Real time No. of STAs Normalized

throughput &

fairness

Random,

uniform

Heterogeneous traffic

& hierarchical clus-

tering not consider

2020

[62]

Saturated No. of packets Throughput,

fairness, packet

loss & collision

rate

Random Ignore traffic condi-

tion of STAs only lo-

cation is considered

2019

[63]

Non-

saturated

Heterogeneous

arrival rate

Success, col-

lision, idle

probability

N/A RAW parameters &

grouping not clear

P
ro

po
se

d
gr

ou
pi

ng

Saturated,

non-

saturated

Sampling rate,

packet lengths,

transmission bit

rate

Reliability,

throughput,

access delay,

energy con-

sumption &

fairness

Legacy

DCF,

random,

uniform

Only DCF method

is used & impact of

RAW duration is not

consider

results show that both grouping and mitigation scheme have improved the throughput per-

formance. The new holding scheme introduces various methods namely Fixed, Decrement,

Variable and Hybrid, for counting its backoff slot during holding period [66]. In the hybrid
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holding scheme, a station decides its backoff based on the proximity of AP. The stations in Hy-

brid scheme use fixed scheme for the nearer distance and Variable scheme for the far distance

from AP. Having prior knowledge about backoff states of all the stations with AP, grouping of

station is carried out by sorting backoff counters in the ascending order. Albert Bel et. al.[67]

proposed Channel Access Slots (CAS) based channel access protocol divides RAW duration

into uplink and downlink segments which in turn is divided into CAS periods. The CAS period

is optimally calculated for both segments to increase the channel occupancy. This method

refreshes the exponential backoff and retransmission counters to its initial values in every CAS.

In the current contention period, the previous CAS collision is not considered. The periodic

reset of backoff is used to ensure the fair access among stations within CAS. The simulation

results have shown that the uplink and downlink segments have resulted in good performance

towards energy saving. It explicates that this scheme is suitable for battery-operated networks.

The above literature was summarized in Table 2.2. To the best of our knowledge, none of

the existing research works have considered traffic demand of heterogeneous (different packet

arrival rates, packet length, transmission data rates) STAs to design a grouping algorithm of

RAW for ensuring fairness among the RAW groups.

2.9 Performance Evaluation Tool

In this work, we have used Maple software to evaluate the analytical model. Maple is a sym-

bolic and numeric computing environment as well as a multi-paradigm programming language.

It covers several areas of technical computing, such as symbolic mathematics, numerical anal-

ysis, data processing, visualization, and others. A toolbox, MapleSim, adds functionality for

multidomain physical modeling and code generation.

2.10 Summary

This chapter gives a related study on IoT, legacy IEEE 802.11 standard and its amendments,

DCF access mechanism and IEEE 802.11ah standard PHY and MAC layer details.
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Chapter 3

Proposed Traffic Demand-based Grouping Algorithm

3.1 Introduction

As Information and Communication Technology (ICT) develops, human’s desire to automate

everything will reshape their lives completely in the aspects of economics, politics and social life.

Emerging applications and services of the smart systems will require a large number of smart

devices, such as robots, sensors and controllers. The development of ICT has turned to be aimed

at the interconnection between people and people, people and objects and objects and objects

and finally making all things connected. To making this dream into reality IEEE 802.11 TGah

making an amendments named IEEE 802.11ah (HaLow) technology where grouping strategy is

still not clear. In this chapter proposed and existing grouping algorithm have been presented.

IEEE 802.11ah and Legacy DCF analytical model and performance metrics also presented in

this chapter.

3.2 System model

In this paper, we consider an IEEE 802.11ah based IoT network consists of an access point (AP)

and n number of STAs which forming a star topology configuration. A simple IoT network

scenario is shown in Figure 3.1. The AP generates a beacon control frame at the beginning

of each beacon interval, denoted by Tbeacon. The STAs are grouped into K number of RAW

groups, denoted by Gg, (g = 1, 2, ..., K) and each RAW group is assigned in a RAW slot. We

assume that the RAW access phase is divided into K number of equal length of RAW groups,

which is set to TRAW = Tbeacon/K. Let, each STA l has a packet arrival rate λl, packet length Ll

and transmission data rate Rl [19] . The desired traffic demand of STA l is denoted by Dl and

defined as the desired average channel access time needed by STA l to successfully transmits a

frame in a beacon period as follows
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Dl =
TbeaconλlLl

Rl

(3.1)

Our main objective is to divide STAs into K number of RAW groups according to their desired

traffic demands such that the traffic demands can be equally distributed among the RAW

groups.

Window

Temparature Meter

Air Conditionar

Fan

Door

Access Point (AP)

Speaker

Humidifier

Table Lamp

Figure 3.1: Simple IoT network scenario

3.3 Existing Grouping Algorithms

3.3.1 Random Grouping Algorithm

Here, we present an algorithm for random grouping in IEEE 802.11ah WLAN. The main concept

of random grouping algorithm is to assign each STA into K number of empty RAW groups

randomly without consider their traffic demand and number of STAs in RAW group. Algorithm

1 describes the procedure for implementing random grouping. Initially, a set of STA S =

{s1, s2, ..., sn}, K number of empty RAW groups Gg (g = 1, 2, ..., K) is considered. In this

grouping process the AP first select STA sl from sensor set S and insert this sl STA in group

Gg where group g is selected randomly by using g = rand() % K+1. After inserting STA sl in
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Gg group remove it from sensor set S. The above process will continue for all unassigned STAs

until S become empty and then group formation for all Gg is completed. Finally, AP assign

13 bits AID for each STA and broadcast RAW Parameter Set (RPS) information to all STAs

to inform their designated group using beacon frame. Figure 3.2 represent a random grouping

algorithm flowchart.

Algorithm 1 Random grouping algorithm
1: Input: set of STAs S, number of RAW groups K, set of STAs in g RAW group Gg

2: Initialization: S ← {s1, s2, ...sn}, Gg ← {}
3: while S ̸= {} do
4: select STA sl from S

5: g = rand() % K + 1

6: Gg ← Gg ∪ {sl}
7: S ← S − {sl}
8: end while
9: Return: Gg for g = 1, 2, ..., K

Create a contending STA list S 
through association request

Create empty STA list Gg of 
RAW  group g (g = 1, 2, . . . , K)

Update STA list Gg  of RAW
group g by inserting sl 

Update STA list S  
by removing sl 

Generate a random number
 g between 1 and K 

AP broadcast RPS element 
through beacon 

Select STA sl from S 

Is STA list empty?

Start

End

Yes

No

Figure 3.2: Flow chart of random grouping algorithm
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3.3.2 Uniform Grouping Algorithm

Algorithm 2 Uniform grouping algorithm
1: Input: set of STAs S, number of RAW groups K, set of STAs in g RAW group Gg, total

number of STAs NS, total number of RAW group NG, number of STAs in g RAW group
Ng

2: Initialization: Ng ← 0, S ← {s1, s2, ...sn}, Gg ← {}
3: compute Nmin = ceil(NS

NG
)

4: for g = 1 to K do
5: for j = 1 to Nmin do
6: select STA sl from S

7: Gg ← Gg ∪ {sl}
8: Ng ← Ng + 1

9: S ← S − {sl}
10: end for
11: end for
12: while S ̸= {} do
13: if Ng = min{N1, N2, ..., NK} then
14: select STA sl from S

15: Gg ← Gg ∪ {sl}
16: Ng ← Ng + 1

17: S ← S − {sl}
18: end if
19: end while
20: Return: Gg for g = 1, 2, ..., K

In this section, we present an algorithm for uniform grouping in IEEE 802.11ah WLAN.

In uniform grouping algorithm the STAs are assigned into K number of empty RAW groups

in such a way that the assign STAs are uniform in each RAW groups. Algorithm 2 describes

the procedure for implementing uniform grouping. Initially, a set of STA S = {s1, s2, ..., sn},

K number of empty RAW groups Gg (g = 1, 2, ..., K) is considered. The AP first calculates

total number of competing STAs NS from the STA set S and total number of group NG. After

calculating NS and NG the AP compute Nmin = ceil(NS

NG
). Nmin is the minimum equal number

of STAs in RAW groups Gg. After that the AP select STA sl from S insert it into group G1

, increment the value of Ng and remove sl from sensor set S. The sl STAs are insert into G1

group till the value of Nmin. After the formation of G1 group the above procedure will continue

for all value of g. If their are some STAs cannot assign any RAW group due to Nmin = ceil(NS

NG
)

condition, then AP assign the unassigned STA in group Gg where Ng is minimum. The above

process will continue for all unassigned STAs until S become empty and then group formation
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for all Gg is finally completed. Finally, AP assign 13 bits AID for each STA and broadcast

RAW Parameter Set (RPS) information to all STAs to inform their designated group using

beacon frame. Uniform grouping procedure in flowchart is shown in Figure

3.3.

Increment number of STA, Ng by
1 for RAW group g

AP broadcast RPS element 
through beacon 

End

Update STA list S  
by removing sl 

Is STA list empty?

Select STA sl from S 

Update STA list Gg  of RAW
group g by inserting sl 

Increment number of STA, Ng by
1 for RAW group g

Update STA list S  
by removing sl 

 Ng = min (N1, N2, . . ., NK)?
Is

Start

Create a contending STA list S 
through association request

Create empty STA list Gg of 
RAW  group g (g = 1, 2, . . . , K)

Compute minimum number of 
STAs per RAW group, Nmin

1 ≤  g ≤  K?

1 ≤  j ≤  Nmin ?

Select STA sl from S 

Update STA list Gg  of RAW
group g by inserting sl 

Set g = 1, j =1, Ng = 0

Yes

Yes

Yes

NoNo

No

Figure 3.3: Flow chart of uniform grouping algorithm

3.4 Proposed Grouping Algorithm

The main idea of our proposed grouping algorithm is to assign each STA into K number of

empty RAW groups such that traffic demand of STAs are evenly distributed and achieves

fairness of throughput among the RAW groups, shown in Algorithm 3. Initially, a set of

STA S = {s1, s2, ..., sn}, K number of empty RAW groups Gg and group demand Dg = 0 is
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Algorithm 3 Proposed grouping algorithm
1: Input: set of STAs S, number of RAW groups K, set of STAs in g RAW group Gg, traffic

demand of each STA Dl, Demand of g RAW group Dg, maximum RAW group demand
Dg,max, number of STAs in a RAW group Ng, buffer set of STAs Ŝ

2: Initialization: Dg ← 0, Ng ← 0, Ŝ ← 0, S ← {s1, s2, ...sn}, Gg ← {},
3: for g = 1 to K do
4: while S ̸= {} do
5: select STA sl from S

6: if (Dg +Dl ≤ Dg,max) then
7: Gg ← Gg ∪ {sl}
8: S ← S − {sl}
9: Dg ← Dg +Dl

10: else
11: Ŝ ← Ŝ ∪ {sl}
12: S ← S − {sl}
13: end if
14: end while
15: S ← Ŝ

16: Set Ŝ empty
17: end for
18: while S ̸= {} do
19: if Ng = min{N1, N2, ..., NK} then
20: Gg ← Gg ∪ {sl}
21: Ng ← Ng + 1

22: S ← S − {sl}
23: end if
24: end while
25: Return: Gg for g = 1, 2, ..., K

considered. The AP first calculates each STA demand Dl using Equation (3.1) and maximum

expected group demand Dg,max , where Dg,max =
∑n

l=1 Dl

K
. The AP assign a STA sl in group

G1 if D1 + Dl ≤ Dg,max is satisfied, otherwise sl is assigned into a temporary STA set Ŝ and

remove sl from S. The above procedure will continue until S become empty and consequently,

formation of group G1 is initially completed. Again to form the next group, AP assign all STAs

of Ŝ to S and reset Ŝ. Similar action is performed for all the remaining RAW group Gg. If

there are some STAs cannot assign to any RAW group due to Dg+Dl ≤ Dg,max condition, then

AP calculates the number of STAs Ng for each group Gg. The unassigned STA is assigned in

a group where Ng is minimum. The above process will continue for all unassigned STAs until

S become empty and then group formation for all Gg is finally completed. Finally, AP assign

13 bits AID for each STA and broadcast RAW Parameter Set (RPS) information to all STAs
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to inform their designated group using beacon frame. Proposed grouping algorithm procedure

in flowchart is shown in Figure 3.4.

Start
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Figure 3.4: Flow chart of proposed grouping algorithm
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3.5 Analytical Model for Legacy IEEE 802.11

In a dense IoT network we use IEEE 802.11ah standard instant of IEEE 802.11. To compare the

performance between IEEE 802.11ah and legacy IEEE 802.11 in this section we first develop

an analytical model for legacy IEEE 802.11. For this at first we designed a 2-D Markov

chain for each STA of category c shown in Figure 3.5. The 2-D Markov chain represents the

backoff process of c category STA having stationary distribution bi,j,k where, i, j and k indicates

category of STA, backoff stage number and backoff counter value.

According to DCF protocol, during the backoff procedure j is set to zero initially for a

new packet and increases one for every collision until it reaches maximum retry limit m + x.

For zero backoff stage the backoff counter value k select randomly from [0,W0]. The backoff

counter value k is decremented by one if the channel is sensed idle otherwise freeze its counter

decrements. When backoff counter value k is zero STA transmit its packet. For every successful

transmission, backoff stage number is reset to zero with a new backoff counter value if the STA

has at least one packet to transmit. If there is no packet to transmit the STA enters into the

empty stage waiting for a frame. For every failure transmission the STA goes to a new backoff

stage with a new backoff counter value and continue the backoff procedure. The contention

window is chosen using the following rules

Wj =

 2j × (CWmin + 1)− 1 ; 0 ≤ j ≤ m

CWmax ; m+ 1 ≤ j ≤ m+ x
(3.2)

From the Markov chain we can write the one step transition probabilities as follows

P(i,empty)|(i,j,0) = (1− ρi)Pi,idle ; 0 ≤ j ≤ m+ x

P(i,empty)|(i,m+x,0) = (1− ρi)(1− Pi,idle)

P(i,empty)|(i,empty) = 1− qi

P(i,0,k)|(i,empty) =
qi
W0

(1− Pi,idle) ; 0 ≤ k ≤ Wj

P(i,0,k)|(i,j,0) =
ρi
W0

Pi,idle ; 0 ≤ j ≤ m+ x and 1 ≤ k ≤ W0

P(i,0,k)|(i,m+x,0) =
ρi
W0

(1− Pi,idle) ; 1 ≤ k ≤ W0

P(i,j,k)|(i,j,k) = 1− Pi,idle ; 0 ≤ j ≤ m+ x and 1 ≤ k ≤ Wj

P(i,j,k)|(i,j,k−1) = Pi,idle ; 0 ≤ k ≤ Wj

P(i,j,k)|(i,j−1,0) =
1
Wj

((1− Pi,idle) ; 1 ≤ j ≤ m+ x and 1 ≤ k ≤ Wj

(3.3)
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According to the Markov chain, for states (i, 0, k) and 1 ≤ k ≤ W0 we have,

bi,0,W0 = (1− Pi,idle)bi,0,W0 +
qi

W0+1
(1− Pi,idle)bi,empty +

ρi
W0+1

Pi,idle

∑m+x
j=0 bi,j,0

+ ρi
W0+1

(1− Pi,idle)bi,m+x,0

bi,0,W0−1 = Pi,idlebi,0,W0 + (1− Pi,idle)bi,0,W0−1 +
qi

W0+1
(1− Pi,idle)bi,empty +

ρi
W0+1

Pi,idle∑m+x
j=0 bi,j,0 +

ρi
W0+1

(1− Pi,idle)bi,m+x,0

..
..

bi,0,2 = Pi,idlebi,0,3 + (1− Pi,idle)bi,0,2 +
qi

W0+1
(1− Pi,idle)bi,empty +

ρi
W0+1

Pi,idle∑m+x
j=0 bi,j,0 +

ρi
W0+1

(1− Pi,idle)bi,m+x,0

bi,0,1 = Pi,idlebi,0,2 + (1− Pi,idle)bi,0,1 +
qi

W0+1
(1− Pi,idle)bi,empty +

ρi
W0+1

Pi,idle∑m+x
j=0 bi,j,0 +

ρi
W0+1

(1− Pi,idle)bi,m+x,0

(3.4)

Now, we can represent zero backoff stage generally by solving all the equations in 3.4 as follows

bi,0,k =
(W0+1)−k
(W0+1)

{
ρi+(1−ρi)(1−Pi,idle)

Pi,idle

}
bi,0,0, for i ∈ [1, c] and k ∈ [1,W0] (3.5)

The stationary probabilities for the states (i, j, k) and 1 ≤ k ≤ Wj, we have

bi,j,Wj
=

(1−Pi,idle)

Wj+1
bi,j−1,0 + (1− Pi,idle)bi,j,Wj

bi,j,Wj−1
=

(1−Pi,idle)

Wj+1
bi,j−1,0 + (1− Pi,idle)bi,j,Wj−1

+ Pi,idlebi,j,Wj

..
..

bi,j,2 =
(1−Pi,idle)

Wj+1
bi,j−1,0 + (1− Pi,idle)bi,j,W2 + Pi,idlebi,j,W2+1

bi,j,1 =
(1−Pi,idle)

Wj+1
bi,j−1,0 + (1− Pi,idle)bi,j,W1 + Pi,idlebi,j,W1+1

(3.6)

Equation (3.6) is the general expression for all backoff stages j, 1 ≤ j ≤ m + x. By

summing all the equations in equation (3.6), stationary probabilities of jth backoff stage can be

represented as following

bi,j,k =
(Wj + 1)− k

(Wj + 1)

{
(1− Pi,idle)

Pi,idle

}
bi,j−1,0, for i ∈ [1, c], j ∈ [1,m+ x] and k ∈ [1,Wj]

(3.7)

From one stage transition probability we can obtain the bi,j,0 state transition probability as

bi,j,0 = Pi,idlebi,j,1 (3.8)

By adding all the equations in 3.6 and 3.8 we represent bi,j,0 as

bi,j,0 =
(Wj + 1)− k

(Wj + 1)

{
(1− Pi,idle)

Pi,idle

}
bi,j−1,0 , for i ∈ [1, c], and j ∈ [0,m+ x] (3.9)
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We can explore equation 3.9 for all values of j ∈ [1,m+ x] and we have



bi,1,0 = (1− Pi,idle)bi,0,0

bi,2,0 = (1− Pi,idle)bi,1,0

..
..

bi,m+x−1,0 = (1− Pi,idle)bi,m+x−2,0

bi,m+x,0 = (1− Pi,idle)bi,m+x−1,0

(3.10)

By adding all the equations in 3.10 the general expression can be written as

bi,j,0 = (1− Pi,idle)
jbi,0,0 (3.11)

Now, from equation 3.7 and 3.11 we can write the general expression as follows

bi,j,k =
(Wj + 1)− k

(Wj + 1)

{
(1− Pi,idle)

j

Pi,idle

}
bi,0,0 for 1 ≤ j ≤ m+ xand 0 ≤ k ≤ Wj (3.12)

We introduce (i, empty) state to introduce both saturation and non-saturation condition. The

stationary probability of empty state bi,empty can be calculated as

bi,empty =
(1− ρi)

qi
bi,0,0 (3.13)

By imposing the normalized condition in the Markov chain, we get

bi,empty +
m+x∑
j=0

bi,j,0 +
m+x∑
j=1

Wj∑
k=1

bi,j,k +

W0∑
k=1

bi,0,k = 1 (3.14)

By substituting equation 3.5, 3.11, 3.12 and 3.13 we can determine the stationary probability

of (i, 0, 0) state as

bi,0,0 = 1

/[∑m+x
j=0 (1− Pi,idle)

j +
∑m+x

j=1

∑Wj

k=1

{
(Wj+1)k
(Wj+1)

(1−Pi,idle)
j

Pi,idle
+
∑W0

k=1{
(W0+1)k
(W0+1)

ρi+(1−ρi)(1−Pi,idle)

Pi,idle

}
+ (1−ρi)

qi

] (3.15)

A STA transmit a frame either when the STA in (i, j, 0) state or the channel is idle. So,

transmission probability can determine as

τi =

[m+x∑
j=0

(1− Pi,idle)
j + (1− ρi)Pi,idle

]
bi,0,0 (3.16)

Channel idle probability (Pi,idle) is that the channel is sensed idle by a STA and can be

calculated as
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Figure 3.5: Markov chain for legacy IEEE 802.11 of a c category STA

Pi,idle =

∏c
i=1(1− τi)

ni

1− τi
(3.17)

Channel busy probability (Pbusy) is that at least one STA transmit a frame or a collision occur

and Pi,succ is the successful transmission probability and can be calculated as

Pbusy = 1−
c∏

i=1

(1− τi)
ni (3.18)
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Pi,succ =
τi
∏c

i=1(1− τi)
ni

1− τi
(3.19)

Now, successfully transmission probability Psucc for all category STAs is determined as

Psucc =
c∑

i=1

niPi,succ (3.20)

Collision probability (Pi,coll) is that more than two STAs transmit frame at a same time and

can be obtained as

Pi,coll =
τi(1−

∏c
i=1(1− τi)

ni)

1− τi
(3.21)

Packet arrival probability in the non-saturated state is qi and can be defined as

qi = 1− e−λiTCS (3.22)

The average contention time TCS can be calculated as

TCS = (1− Pbusy)Tslot + PsuccTsucc + (Pbusy − Psucc)Tcoll (3.23)

Packet arrival probability in the saturated state is ρi and calculated as

ρi = λiDi (3.24)

where, Di is the overall service time for transmitting a packet

Di =
∑m+x

k=0

{∑k
l=0

Wl

2
TCS + kTcoll + Tsucc

}{
(1− Pi,idle)

}k
Pi,idle +

∑m+x
l=0

Wl

2
TCS

+(m+ x+ 1)Tcoll

{
(1− Pi,idle)

}m+x+1 (3.25)

3.6 Analytical Model for IEEE 802.11ah

In this section, we present a analytical model to evaluate the performance of RAW mechanism

for saturation and non-saturation traffic condition according to M/G/1 queuing model. At first

a 2-D Markov chain model is designed for a sensor STA belonging to group g which is shown in

Figure 3.6. The frame transmission process for a STA belonging to group g can be modelled by

modifying Bianchi’s model [68] according to the RAW mechanism and by considering saturated

and non-saturated condition. There are some studies where Markov chain-based analytical

model were presented to evaluate the performance of CSMA/CA mechanism [69–72]. In this

Markov chain, the state of each STA of category c are represented by (i, j, k) where i, j and

k indicates STA category, backoff stage number and backoff counter value, respectively. Each

STA category c have same traffic demand. According to RAW mechanism of IEEE 802.11ah, a



45

STA can transmit frame only during its assigned RAW slot and defer from transmission during

other RAW slots. We assume that a i category STA is assigned in a RAW slot r and performs
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Figure 3.6: Markov chain for RAW based IEEE 802.11ah of a c category STA
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the backoff procedure to transmit frame within assigned RAW slot duration Tr,RAWslot.

According to DCF protocol, during the backoff procedure the backoff stage j set to zero

initially for a new packet and is incremented by one for every failure transmission until it

reaches to the maximum retransmission limit m+ x. The backoff counter value k is randomly

selected from [0,W0] for backoff stage 0. The backoff counter value k is decremented by one

if the channel is sensed idle and the current CSMA slot is not the last slot of the designated

RAW group whereas if the current CSMA slot is the last slot, the STA will enter synchronous

state and wait until next designated RAW group of the next beacon interval. If the channel is

busy and the current CSMA slot is not the last slot of the designated RAW group, the backoff

counter value k is freeze to its current value until the channel is sensed idle again. When the

backoff counter value reaches to zero and remaining time of the current RAW group is sufficient

for transmitting frame, the STA transmit the frame immediately whereas if remaining time is

not sufficient, the STA will enter synchronous state and wait until next designated RAW slot

of the beacon interval. If the frame is successfully transmitted, the backoff stage number is

reset to zero and a new backoff counter value is selected when the STA has at least one frame

to transmit. If there is no frame to transmit, the STA enters into empty state and wait until a

new frame arrived. For every transmission failure the STA goes to the next backoff stage with

a new backoff counter value and continue the backoff procedure. The contention window size

for the backoff stage j is given by

Wj =

 2j × (CWmin + 1)− 1 ; 0 ≤ j ≤ m

CWmax ; m+ 1 ≤ j ≤ m+ x
(3.26)

The one-step transition probabilities between the states of the Markov chain are represented

as follows

P(i,empty)|(i,j,0) = (1− ρi)(1− Pi,lock)Pi,idle ; 0 ≤ j ≤ m+ x (3.27)

P(i,empty)|(i,m+x,0) = (1− ρi)(1− Pi,lock)(1− Pi,idle) (3.28)

P(i,empty)|(i,empty) = 1− qi (3.29)

P(i,syn)|(i,empty) = qi (3.30)

P(i,syn)|(i,j,k) = Plast ; 0 ≤ j ≤ m+ x and 1 ≤ k ≤ Wj (3.31)

P(i,syn)|(i,j,0) = Pi,lock ; 0 ≤ j ≤ m+ x (3.32)
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P(i,syn)|(i,syn) = 1− Pi,cont (3.33)

P(i,0,k)|(i,syn) =
Pi,cont

W0

; 0 ≤ k ≤ Wj (3.34)

P(i,0,k)|(i,j,0) =
ρi
W0

(1− Pi,lock)Pi,idle ; 0 ≤ j ≤ m+ x and 1 ≤ k ≤ W0 (3.35)

P(i,0,k)|(i,m+x,0) =
ρi
W0

(1− Pi,lock)(1− Pi,idle) ; 1 ≤ k ≤ W0 (3.36)

P(i,j,k)|(i,j,k) = (1− Plast)(1− Pi,idle) ; 0 ≤ j ≤ m+ x and 1 ≤ k ≤ Wj (3.37)

P(i,j,k)|(i,j,k−1) = (1− Plast)Pi,idle ; 0 ≤ k ≤ Wj (3.38)

P(i,j,k)|(i,j−1,0) =
1

Wj

(1− Pi,lock)(1− Pi,idle) ; 1 ≤ j ≤ m+ x and 1 ≤ k ≤ Wj (3.39)

where, each of the equations is described as follows

Equation 3.27 reflects that after a successful transmission if the queue is empty the STA enters

into the empty state.

Equation 3.28 reflects that when the STA is at the maximum re-transmission limit at this stage

after a collision if there is no frame to transmit then it enters in the empty state.

Equation 3.29 reflects that when the STA is in non-saturated condition and no frame arrived

in the queue wait in the empty state until a frame arrived in the queue.

Equation 3.30 reflects that when a frame arrived in the empty queue the its enters into the

synchronous state ant wait for RAW slot assignment.

Equation 3.31 reflects that when the STA in the saturated having a Back-off value but the

CSMA slot is the last slot then enters in the synchronous state.

Equation 3.32 reflects that when the STA is saturated and the Back-off counter value is zero

but there is not enough time to transmit frame then enters in the synchronous state.

Equations 3.33 and 3.34 reflect that STA remain in the synchronous state until coming its

assigned RAWslot the next contention and select Backoff window when the assigned RAWslot

came.

Equation 3.35 reflects that STA select a new backoff after a successful transmission when the

STA is already saturated.

Equation 3.36 reflects that the STA is in the maximum retry stage, at this the STA select a

new backoff after a packet drop due to collision when it is already saturated.

Equation 3.37 reflects that the STA freeze its backoff counter value when the channel is sensed

busy and the CSMA clot is not the last slot.

Equation 3.38 reflects that if the channel is sensed idle and is not the last CSMA slot the STA
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decremented it’s backoff counter value by 1.

Equation 3.39 reflects that if a collision occur and their is enough time to transmit the frame

then the STA enters into the next backoff stage with a new backoff counter value.

According to the Markov chain in Figure 3.6, for the states (i, 0, k), 1 ≤ k ≤ W0, we have

bi,0,W0 = (1− Plast)(1− Pi,idle)bi,0,W0 +
Pi,cont(1−Pi,idle)

W0+1
bi,syn +

ρi
W0+1

(1− Pi,lock)Pi,idle∑m+x
j=0 bi,j,0 +

ρi
W0+1

(1− Pi,lock)(1− Pi,idle)bi,m+x,0

bi,0,W0−1 = (1− Plast)Pi,idlebi,0,W0 + (1− Plast)(1− Pi,idle)bi,0,W0−1 +
Pi,cont(1−Pi,idle)

W0+1
bi,syn+

ρi
W0+1

(1− Pi,lock)Pi,idle

∑m+x
j=0 bi,j,0 +

ρi
W0+1

(1− Pi,lock)(1− Pi,idle)bi,m+x,0

..
..

bi,0,2 = (1− Plast)Pi,idlebi,0,3 + (1− Plast)(1− Pi,idle)bi,0,2 +
Pi,cont(1−Pi,idle)

W0+1
bi,syn+

ρi
W0+1

(1− Pi,lock)Pi,idle

∑m+x
j=0 bi,j,0 +

ρi
W0+1

(1− Pi,lock)(1− Pi,idle)bi,m+x,0

bi,0,1 = (1− Plast)Pi,idlebi,0,2 + (1− Plast)(1− Pi,idle)bi,0,1 +
Pi,cont(1−Pi,idle)

W0+1
bi,syn+

ρi
W0+1

(1− Pi,lock)Pi,idle

∑m+x
j=0 bi,j,0 +

ρi
W0+1

(1− Pi,lock)(1− Pi,idle)bi,m+x,0

(3.40)

By solving all the equation in (3.40) the zero backoff stage can be represented as

bi,0,k =
∑W0−k

k1=0 Ck1
i

(W0+1)(1−(1−Plast)(1−Pi,idle))

{
bi,syn + ρi(1− Pi,lock)

(
Pi,idle

∑m+x
j=0 bi,j,0 + (1− Pi,idle)

bi,m+x,0

)}
, for i ∈ [1, c] and k ∈ [1,W0]

(3.41)

where, the quantity Ci is defined as follows

Ci =
Pi,idle(1− Plast)

1− (1− Pi,idle)(1− Plast)
(3.42)

According to the Markov chain, the stationary probabilities for the states (i, j, k), 1 ≤ k ≤ Wj,

we have



bi,j,Wj
=

(1−Pi,lock)(1−Pi,idle)

Wj+1
bi,j−1,0 + (1− Plast)(1− Pi,idle)bi,j,Wj

bi,j,Wj−1
=

(1−Pi,lock)(1−Pi,idle)

Wj+1
bi,j−1,0 + (1− Plast)(1− Pi,idle)bi,j,Wj−1

+ (1− Plast)Pi,idlebi,j,Wj

..
..

bi,j,2 =
(1−Pi,lock)(1−Pi,idle)

Wj+1
bi,j−1,0 + (1− Plast)(1− Pi,idle)bi,j,W2 + (1− Plast)Pi,idlebi,j,W2+1

bi,j,1 =
(1−Pi,lock)(1−Pi,idle)

Wj+1
bi,j−1,0 + (1− Plast)(1− Pi,idle)bi,j,W1 + (1− Plast)Pi,idlebi,j,W1+1

(3.43)
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Equation (3.43) is the general expression for all backoff stages j, 1 ≤ j ≤ m+x. By summing all

the equations in equation (3.43), stationary probabilities of jth backoff stage can be represented

as following

bi,j,k =
(1− Pi,lock)(1− Pi,idle)

(Wj + 1)(1− (1− Plast)(1− Pi,idle))

Wj−k∑
k=0

Ck
i bi,j−1,0

for i ∈ [1, c], j ∈ [1,m+ x] and k ∈ [1,Wj]

(3.44)

From equation (3.38) we obtain

bi,j,0 = (1− Plast)Pi,idle bi,j,1 ; 1 ≤ j ≤ m+ x (3.45)

By adding all the equations in 3.43 and 3.45 we represent bi,j,0 as

bi,j,0 =
(1− Pi,lock)(1− Pi,idle)

(Wj + 1)

Wj∑
k=0

Ck
i bi,j−1,0 for i ∈ [1, c] and j ∈ [0,m+ x] (3.46)

We can explore equation (3.46) for all the values of j, 1 ≤ j ≤ m+ x and we have



bi,1,0 =
(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i bi,0,0

bi,2,0 =
(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i bi,1,0

..
..

bi,m+x−1,0 =
(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0 C
k
i bi,m+x−2,0

bi,m+x,0 =
(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i bi,m+x−1,0

(3.47)

By adding all the equations in 3.47 the general expression can be written as

bi,j,0 =

j∏
j=1

(1− Pi,lock)(1− Pi,idle)

(Wj + 1)

Wj∑
k=0

Ck
i bi,0,0; j ∈ [1,m+ x] (3.48)

Now, from equation 3.44 and 3.48 we can write the general expression as follows

bi,j,k =
(1−Pi,lock)(1−Pi,idle)

(Wj+1)(1−(1−Plast)(1−Pi,idle))

∑Wj−k
k1=0 Ck1

i

(∏j
j=0

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0 C
k
i

)
bi,0,0

for i ∈ [1, c] , j ∈ [0,m+ x] and k ∈ [1,Wj]

(3.49)

To analyze both saturation and non-saturation traffic conditions, we introduce another state in

the Markov chain is denoted by (i, empty), which represents the state of a STA of category ci.

When the queue is empty after a successful transmission or a frame drop then the sensor STA

enters into empty state. The stationary probability of empty state, (bi,empty) can be determined

from the Markov chain as follows

bi,empty =
(1− ρi)

qi

(m+x∑
j=0

(1− Pi,lock)Pi,idlebi,j,0 + (1− Pi,lock)(1− Pi,idle)bi,m+x,0

)
(3.50)
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Putting the value of bi,j,0 and bi,m+x,0 we get bi,empty as follows

bi,empty =
(1−ρi)

qi

[
(1− Pi,lock)Pi,idle

{
1 +

∑m+x
j=1

(∏j
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0 C
k
i

)}
+(1− Pi,lock)(1− Pi,idle)

(∏m+x
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)]
bi,0,0

(3.51)

In this work, we consider non-crossing boundary condition for this a synchronous state denoted

as bi,syn also introduced. A STA enters into a synchronous state in three condition

• Backoff counter value is zero but their is not enough time to transmit a frame

• Backoff counter value is not zero but this is the last CSMA slot

• STA remains in this state until it’s assigned RAW slot come

The synchronous state bi,syn can be expressed as follows

bi,syn = qi bi,empty +
m+x∑
j=0

Wj∑
k=1

bi,j,k Plast +
m+x∑
j=0

bi,j,0 Pi,lock

bi,syn = qi bi,empty +
∑m+x

j=0

∑Wj

k=1 bi,j,k Plast +
∑m+x

j=0 bi,j,0 Pi,lock

= qi bi,empty +
∑W0

k=1 bi,0,k.Plast +
∑m+x

j=1

∑Wj

k=1 bi,j,k Plast +
∑m+x

j=0 bi,j,0 Pi,lock

(3.52)

By substituting equations 3.41, 3.48 and 3.49 we can obtain the stationary probability of

synchronous state as follows

bi,syn = 1(
1−

Plast
∑Wj

k=1

(
k(Ci)

Wj−k
)

(Wj+1)(1−(1−Plast)(1−Pi,idle))

)
Pi,cont

[
qibi,empty + Plast

{∑m+x
j=1

(∑Wj

k=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)(1−(1−Plast)(1−Pi,idle))

∑Wj−k
k=0 Ck

i

)(∏j−1
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)}
bi,0,0+

Pi,lock

{
1 +

∑m+x
j=1

(∏j
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)}
bi,0,0 +

∑Wj

k=1

(
k(Ci)

Wj−k
)

Plast

(Wj+1)(1−(1−Plast)(1−Pi,idle))

{
ρi(1− Pi,lock)Pi,idle

(
1 +

∑m+x
j=1

(∏j
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)∑Wj

k=0C
k
i

))
+ ρi(1− Pi,lock)(1− Pi,idle)

(∏m+x
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)}
bi,0,0

]
(3.53)

By imposing the normalization condition in Markov chain, we get

bi,empty + bi,syn +
m+x∑
j=0

bi,j,0 +

W0∑
k=1

bi,0,k +
m+x∑
j=1

Wj∑
k=1

bi,j,k = 1 (3.54)
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By substituting equations 3.41, 3.48, 3.49, 3.51 and 3.53 in equation 3.54 we can determine the

stationary probability of (i, 0, 0) state as

bi,0,0 =

[
1− bi,empty − bi,syn

{
1 +

Pi,cont
∑Wj

k=1

(
k(Ci)

Wj−k
)

(Wj+1)(1−(1−Plast)(1−Pi,idle))

}]/[
1 +

{∑m+x
j=1(∏j

j=1
(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)}
+

{∑m+x
j=1

(∑Wj

k=1
(1−Pi,lock)(1−Pi,idle)

(Wj+1)(1−(1−Plast)(1−Pi,idle))∑Wj−k
k=0 Ck

i

)(∏j−1
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0 C
k
i

)}
+

{ ∑Wj
k=1

(
k(Ci)

Wj−k
)

(Wj+1)(1−(1−Plast)(1−Pi,idle)){
ρi(1− Pi,lock)Pi,idle

(
1 +

∑m+x
j=1

(∏j
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0 C
k
i

))
+ρi(1− Pi,lock)(1− Pi,idle)

(∏m+x
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)}}]
(3.55)

Consequent to the Markov chain, a STA will transmit a frame either when the STA is in (i, j, 0)

state or the STA sensed the channel is idle in its designated RAW slot from the synchronous

state. Thus, transmission probability is obtained as

τi =
m+x∑
j=0

bi,j,0 + Pi,contPi,idlebi,syn (3.56)

By substituting equations 3.46 and 3.53 in equation 3.57 we can determine

τi =

(
1 +

∑m+x
j=1

(∏j
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

))
bi,0,0 + Pi,contPi,idle

1(
1−

Plast
∑Wj

k=1

(
k(Ci)

Wj−k
)

(Wj+1)(1−(1−Plast)(1−Pi,idle))

)
Pi,cont

[
qibi,empty + Plast

{∑m+x
j=1

(∑Wj

k=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)(1−(1−Plast)(1−Pi,idle))

∑Wj−k
k=0 Ck

i

)(∏j−1
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)}
bi,0,0+

Pi,lock

{
1 +

∑m+x
j=1

(∏j
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)}
bi,0,0 +

∑Wj

k=1

(
k(Ci)

Wj−k
)

Plast

(Wj+1)(1−(1−Plast)(1−Pi,idle))

{
ρi(1− Pi,lock)Pi,idle

(
1 +

∑m+x
j=1

(∏j
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)∑Wj

k=0C
k
i

))
+ ρi(1− Pi,lock)(1− Pi,idle)

(∏m+x
j=1

(1−Pi,lock)(1−Pi,idle)

(Wj+1)

∑Wj

k=0C
k
i

)}
bi,0,0

]

(3.57)

where, Pi,cont as the probability that the STA i start contention procedure in its designated

RAW group,

Pi,cont =
TRAWslot

TRAW

(3.58)

For non-crossing boundary condition we introduced Pi,lock as the probability that current CSMA

slot is not enough for transmitting a frame and Plast is the probability that current CSMA slot
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is last slot. Then the STA enters into the synchronous state waiting for its assigned RAW slot

in the next beacon period

Pi,lock =
Lsucc

LRAWslot

(3.59)

Plast =
1

LRAWslot

(3.60)

where, TRAWslot, LRAWslot and Lsucc are the RAW slot duration in time, length of the RAW

slot and number of slot for successful transmission, respectively.

TRAWslot =
TRAW

nRAWslot

LRAWslot =
TRAWslot

Tslot

Lsucc =
TRAWslot

Tslot

(3.61)

Channel idle probability (Pi,idle) is the probability that a CSMA slot is idle sensed by a STA

of category i and defined as

Pi,idle =

∏c
i=1(1− τi)

ni

1− τi
(3.62)

Channel busy probability (Pbusy) is that at least one STA transmit a frame over the channel

and Pi,succ is the probability that i category STAs successfully transmit their frame and can be

define as

Pbusy = 1−
c∏

i=1

(1− τi)
ni (3.63)

Pi,succ =
τi
∏c

i=1(1− τi)
ni

1− τi
(3.64)

Now, the summation of all category STAs successfully transmission probability Psucc can be

calculated as

Psucc =
c∑

i=1

niPi,succ (3.65)

Transmission collision probability (Pi,coll) is that when at least two STAs transmit frame at the

same time on channel. The transmission collision probability of a STA of category Ci can be

calculated as following

Pi,coll =
τi(1−

∏c
i=1(1− τi)

ni)

1− τi
(3.66)
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In this work, since we assumed that packets arrival rate of a STA of category i is Poisson

process. Therefore, if qi is the probability that at least one packet will arrive in the empty

queue, with arrival rate λi and the average contention period Ti,CS.

qi = 1− e−λiTi,cs (3.67)

The average contention time Tcs can be calculated as

Ti,cs = (1− Pbusy)Tslot + (1− Pi,lock)PsuccTsucc + (1− Pi,lock)(Pbusy − Psucc)Tcoll (3.68)

The assumption of M/G/1 queues allows to compute the probability for i category STA that

at least one packet will arrive in a non-empty queue after the previous transmission is finished

(saturation condition) in the following way

ρi = λiDi (3.69)

where, Di is the overall service time of transmitting a packet of i category STA. It is a sum

of the following : (i) average contention delay, (ii) frame blocking delay, (iii) collision delay, (iv)

transmission delay and (v) re-transmission delay. We can calculate Di as follows

Di =

{∑m+x
k=0

∑k
l=0

Wl

2
Ti,CS + kTcoll + Tsucc

}{
(1− Pi,lock)(1− Pi,idle)

}k

{
(1− Pi,lock)Pi,idle

}
+
∑m+x

l=0
Wl

2
Ti,CS + (m+ x+ 1)Tcoll

{
(1− Pi,lock)(1− Pi,idle)

}m+x+1

(3.70)

If the channel is idle, the duration of the state is one CSMA slot Tcsma−slot. When the channel

is sensed as busy its means that either successful transmission, transmission collision, or error

transmission is occurred in the channel. If successful transmission is occurred, the duration of

the state is the time of a successful transmission, which is estimated as follows

Tsucc = TAIFS + Tpspoll + Tpspollack + TDATA + TACK + 3TSIFS + 4α (3.71)

where, α is the propagation delay, TAIFS, Tpspoll, Tpspollack, TDATA, TACK and TSIFS represents
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the duration of AIFS, pspoll,pspollack, DATA, ACK and SIFS in time, respectively.

TAIFS = TSIFS + AIFSN Tslot

Tpspoll =
hPHY

rbasicdata

Tpspollack =
hPHY

rbasicdata

TACK = hPHY

rbasicdata

TDATA = ceil

(
framebody+hMAC
rdata

rbasicdata
lbitpersymbol

)
tsymbol + TPHY

TPHY = hPHY

rbasicdata

Tframebody = ceil

(
framebody

rdata
rbasicdata

lbitpersymbol

)
tsymbol

Tcoll = TAIFS + Tpspoll + Tpspollack + TSIFS + 2alpha

(3.72)

Simplifying all the above derived equations of the proposed analytical model, we obtain 38

equations while we have 38 unknown variables of category i (i = 1, 2, 3, 4) : Pbusy, Psucc Pi,idle,

Pi,succ, Pi,empty, Pi,syn, Ci, τi, qi, bi, ρi. Finally, we solve the simplified equations using Maple

18 and then determine the performance metrics that are defined in following Section.

3.7 Performances Metrics

In this section, we derive the expressions of the performance metrics viz. normalized through-

put, average access delay, reliability, energy consumption and fairness to explore the perfor-

mance of the network.

3.7.1 Reliability

Reliability means packets are guaranteed to reach their destination complete and un-corrupted

and in the order they were sent. The successfully transmission probability for a STA of category

i is called reliability of the STA. In other words, reliability is the complementary probability

with which a transmitted packet is dropped due to repeated transmission collision after m+x+1

attempts. Therefore, Ri is mathematically given as

Ri = 1−
(
1− Pi,idle

)m+x+1

(3.73)

Reliability for all assigned STA in a RAW slot can be calculated as

R =

∑c
i=1Ri

c
(3.74)
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3.7.2 Normalized Throughput

Throughput is a performance metric to evaluate how effectively the network bandwidth is

utilized. Throughput of the network is measured as the total number of successful packet

transmission over a specified time. The normalized throughput of i category STAs is defined

as the ratio of time that category i STAs use for successful transmission of a frame and the

average duration and mathematically expressed as

Si =
Pi,succTframebody

(1− Pbusy)Tslot + PsuccTsucc + (Pbusy − Psucc)Tcoll

(3.75)

where Tframebody, Tslot, Tsucc and Tcoll is length of framebody in time, the duration of a CSMA

slot, duration of a successful transmission and duration of a collision, respectively. The overall

normalized throughput of RAW group g is defined as

Sg =
c∑

i=1

Si (3.76)

3.7.3 Access Delay

The average access delay of a STA of i category is defined as the average time for the instance

when a packet is generated to the instance and when the packet is successfully transmitted or

dropped. The average access delay depends on waiting time for permitted RAW slot for a STA

of category i, average contention delay, collision delay, transmission delay and re-transmission

delay. Thus, we can calculated average access delay as follows

Ti,delay =
∑m+x

k=0

(∑k
l=0

Wl

2

(
(1− Pbusy)tslot + (1− Pi,lock)Psucctsucc + (1− Pi,lock)

(Pbusy − Psucc)tcoll
)
+ ktcoll + tsucc

)
((1− Pi,lock)(1− Pi,idle))

k((1− Pi,lock)Pi,idle)+∑m+x
l=0

Wl

2

(
(1− Pbusy)tslot + (1− Pi,lock)Psucctsucc + (1− Pi,lock)(Pbusy − Psucc)tcoll

)
+(m+ x+ 1)tcoll((1− Pi,lock)(1− Pi,idle)

m+x+1

(3.77)

The total delay for a RAW group g is the ratio of sum of average access delay for all assigned

STA in a RAW group and total STAs category c and can be calculated as

Tdelay =

∑c
i=1 Ti,delay

c
(3.78)

3.7.4 Energy Consumption

The energy consumption of a STA is caused by several stages: (i) idle stage, when the channel

is sensed idle by the STA, (ii) successful stage, when a STA transmits packet successfully and



56

(iii) collision stage, when a STA experience a collision [73, 74]. The mean energy consumption

of a STA of category i (Ei) is computed as

Ei = Ei,idle + Ei,succ + Ei,coll (3.79)

where Ei,idle, Ei,succ, Ei,coll and Ei,error are the energy consumption during idle stage, successful

stage nd collision stage respectively. We can calculated them as

Ei,succ =
(
Tpspoll Ptx + Tpspollack Prx + TDATA Ptx + TACK Prx + 3 TSIFS Pidle

)
Pi,succ

Ei,coll =
(
Tpspoll Ptx + Tpspollack Prx + TSIFS Pidle

)
Pi,coll

Ei,idle = Pidle Tslot Pi,idle

(3.80)

where, Ptx, Prx and Pidle denote energy consumption in transmitting state, receiving state and

idle state of a STA, respectively. Now, the average energy consumed in a RAW slot by the

assigned STAs is calculated as

E =

∑c
i=1 ni Ei

c
(3.81)

3.7.5 Fairness

Fairness measures used in network to determine whether users or applications are receiving a

fair share of system resources. Fairness ensures that all STAs are getting a chance to transmit

its packets during its allocated slot duration. The Jain’s fairness index [75] is used to measure

the fairness in resource allocation among different RAW groups and it mathematically expressed

as

F =
(
∑K

g=1 Sg)
2

NRAWslot

∑K
g=1(Sg)2

(3.82)

where, Sg is the aggregated normalized throughput and NRAWslot is the number of RAW slots.

3.8 Summary

This chapter presents proposed grouping algorithm for fairness among the RAW groups and its

analytical model. Some related existing grouping algorithm and legacy DCF analytical model

and performance metrics also presented here.
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Chapter 4

Performance Evaluation

4.1 Introduction

In this section we present our analytical results which is solved by Maple 18 and grouping

result which is generated by C++ simulation. A performance comparison between RAW based

IEEE802.11ah and Legacy DCF provided in this chapter. A comparison between existing and

proposed grouping also presented in this chapter.

4.2 Analytical Results

In this section, we evaluate the performance of the proposed traffic demand-based grouping

algorithm of IEEE 802.11ah network with heterogeneous traffic demand STAs. We assume an

one-hop star topology IoT network where all the STAs and AP are IEEE 802.11ah devices. We

consider four category STAs, a 4MHz bandwidth channel and a BPSK modulation with 1/2

coding scheme allows 26 bits to be transmitted 40µs with a long guard interval per OFDM

symbol. We assume that each STA of category i has a packet arrival rate λi per minute in

Poisson process. For simplicity, we assume that each category STA have a distinct packet

arrival rate (λ1 = 2, λ2 = 4, λ3 = 6 and λ4 = 8packets/sec) whereas transmission data rate Rl

and packet length Ll are same for all categories STA. and also consider CAW is zero and work

only in the RAW period and each RAW is 1s. In RAW scheme PS−poll, PS−pollack and ack

mechanism is used for both uplink and downlink transmission. The parameters for the model

are shown in Table 4.1.
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Table 4.1: PHY and MAC parameters of the system

Parameters Values Parameters Values

AIFSN 2 bits RAW duration 1 s

SIFS 160 µs Number of RAW slot 4

Slot duration 52 µs Node type 4

Propagation delay 6 µs CWmin 7

Symbol 40 µs CWmax 31

Data rate 650 kbps Retry limit 7

Basic data rate 7800 kbps Ptx 204 mW

PHY header 156 bps Prx 92 mW

MAC header 14 bps Pidle 20 mW

Framebody 256 bytes

4.3 Performance Comparison between IEEE 802.11ah and Legacy
IEEE 802.11

IoT network is a dense network. In IoT network we are using IEEE 802.11ah standard instead

of using legacy IEEE 802.11 standard. If we use legacy DCF protocol in dense IoT network

scenarios all the STAs having frames in their MAC queue ready for transmission, compete

simultaneously for channel access, which leads to very heavy collision. This ultimately reduce

network throughput, increase access delay, provide lower reliability and higher energy consump-

tion. Due to this reason we use IEEE 802.11ah protocol in dense IoT network which increase

network throughput, reduce access delay, increase reliability and decrease energy consumption.

To prove this in this section we represent the analytical result of legacy IEEE 802.11 DCF

standard and IEEE 802.11ah DCF standard and compare their result.

4.3.1 Reliability

Figure 4.1 depicts the reliability against the number of STAs for both legacy DCF and IEEE

802.11ah grouping scheme. It is seen that the reliability decrease as the number of STA in-

creases. This is because packet successful probability decreases as the the STAs increases in

the network. From Figure 4.1 it is also seen when the number of STAs increases the reliability

of legacy DCF is more affected than the grouping scheme. This is because in grouping scheme
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Figure 4.1: Comparing reliability of IEEE 802.11ah and legacy IEEE 802.11

the contending STAs are decreases by assigning the STAs in RAW group on the other hand a

large number of STAs are trying to transmit packet in legacy DCF. However, the transmission

successful probability is increases in proposed grouping scheme than legacy DCF and thus re-

sults higher network throughput than legacy DCF. The results high throughput and greater

successful probability indicated better reliability of IEEE 802.11ah based grouping scheme than

the legacy DCF scheme.

4.3.2 Normalized Throughput
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Figure 4.2: Comparing normalized throughput of IEEE 802.11ah and legacy IEEE 802.11
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Figure 4.2 illustrate the normalized throughput of the proposed grouping algorithm for

IEEE 802.11ah protocol and legacy DCF protocol versus the number of STAs. It is also

shows the normalized throughput comparison of the proposed grouping algorithm for IEEE

802.11ah and conventional DCF. In both cases the normalized throughput decreases as the

number of STAs increases, this is due to the fact that increase average channel access time

and packet collision. The Legacy DCF scheme is highly affected by the increasing channel

access time and packet collision when the number of STAs increase, which results the network

throughput reduces significantly. From Figure 4.2 it is seen that, the network throughput

of IEEE 802.11ah is improves as compare to legacy DCF. A peak normalize throughput of

0.12 and 0.08 was observed for proposed grouping scheme of IEEE 802.11ah and legacy DCF,

respectively. Legacy DCF obtain peak value of throughput for 50 STAs and grouping scheme

obtain peak value of throughput for 150 STAs. This is because, number of STAs is reduced

by assigning STAs in different RAW groups using grouping algorithm. Moreover, the grouping

based protocol decreases both average access delay and packet collision. So therefore it is clear

that, the proposed grouping scheme for IEEE 802.11ah provide better network throughput as

compare to the legacy DCF protocol.

4.3.3 Access Delay

Figure 4.3 shows the overall access delay of the network against the number of STAs for IEEE

802.11ah and legacy DCF. It is visible that the average channel access delay increase as the

number of STAs increase for both grouping scheme and legacy DCF scheme. Due to the large
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Figure 4.3: Comparing access delay of IEEE 802.11ah and legacy IEEE 802.11
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number of STAs each STA experience a congestion problem in the network. Thus results more

collision probability and re-transmission of packet. Figure 4.3 also depicts that the proposed

grouping scheme for IEEE 802.11ah has lower access delay as compare to legacy DCF. This is

because, the grouping scheme reduce collision probability and packet re-transmission probability

by assigning STAs in RAW group.

4.3.4 Energy Consumption

Figure 4.4 presents energy consumption in mJ for IEEE 802.11 DCF and IEEE 802.11ah

proposed grouping scheme with respect to number of varying STAs. From Figure it is seen

that energy consumption increases as the number of STA decreases this is due to the fact

that increase average delay and packet collision. The DCF scheme is highly affected than the

grouping scheme. This is because in DCF all the STAs have packet to transmit and tying

to transmit them in one channel at a time that causes higher access delay and higher packet

collision. On the other hand in proposed grouping scheme the number of contending STAs

decrease by assigning them into multiple RAWs thus results lower collision then legacy DCF.

The assign STAs in one RAW group can only trying to access the channel and all the other

STAs assigned in other RAW group they going to sleep mode till their assigned RAW slot

reached. However the grouping based IEEE 802.11ah results lower energy consumption than

legacy IEEE 802.11.
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Figure 4.4: Comparing energy consumption of IEEE 802.11ah and legacy IEEE 802.11
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Table 4.2: Number of STAs and their demand in RAW group for random grouping.

Random Grouping
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2
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3
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4
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4
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2
4 , N

3
4 , N

4
4 )

(D1
4 , D

2
4 , D

3
4 , D

4
4)

1

4/
5.

26

1/1.58

(0, 0, 1, 0)

(0, 0, 1.58, 0)

1/0.53

(1, 0, 0, 0)

(0.53, 0, 0, 0)

2/3.15

(0, 1, 0, 1)

(0, 1.05, 0, 2.10)

0/0

(0, 0, 0, 0)

(0, 0, 0, 0)

2

12
/1

4.
19 2/2.63

(0, 1, 1, 0)

(0, 1.05, 1.58, 0)

3/2.63

(1, 2, 0, 0)

(0.53, 2.1, 0, 0)

2/3.68

(0, 0, 1, 1)

(0, 0, 1.58, 2.10)

5/5.25

(2, 1, 2, 0)

(1.05, 1.05, 3.15, 0)

3

20
/2

6.
79 4/6.30

(0, 2, 0, 2)

(0, 2.10, 0, 4.20)

3/4.73

(1, 0, 0, 2)

(0.53, 0, 0, 4.20)

6/7.88

(0, 3, 3, 0)

(0, 3.15, 4.73, 0)

7/7.88

(3, 1, 2, 1)

(1.58, 1.05, 3.15, 2.10)

4

40
/5

6.
20 9/12.61

(1, 4, 1, 3)

(0.53, 4.20, 1.58, 6.30)

12/17.33

(2, 1, 7, 2)

(1.05, 1.05, 11.03, 4.20)

12/14.70

(4, 3, 2, 3)

(2.10, 3.15, 3.15, 6.30)

7/11.56

(1, 1, 1, 4)

(0.53, 1.05, 1.58, 8.40)

5

60
/8

3.
50 16/25.73

(2, 3, 3, 8)

(1.05, 3.15, 4.73, 16.8)

17/22.58

(4, 4, 5, 4)

(2.10, 4.20, 7.88, 8.40)

20/24.16

(5, 8, 3, 4)

(2.63, 8.40, 4.73, 8.40)

7/11.03

(0, 2, 3, 2)

(0, 2.10, 4.75, 4.20)

6

80
/1

07
.1

1 16/23.10

(2, 5, 4, 5)

(1.05, 5.25, 6.30, 10.50)

23/28.88

(7, 6, 4, 6)

(3.68, 6.30, 6.30, 12.6)

24/35.18

(4,3,11,6)

(2.10, 3.15, 17.33, 12.60)

17/19.95

(4, 7, 4, 2)

(2.10, 7.35, 6.30, 4.20)

7

12
0/

15
5.

94 30/36.23

(9, 9, 6, 6)

(4.73, 9.45, 9.45, 12.6)

29/37.80

(4, 10, 12, 3)

(2.10, 10.50, 18.90, 6.30)

31/39.90

(8,7,10,6)

(4.20, 7.35, 15.75, 12.60)

30/42.01

(6, 8, 6, 10)

(3.15, 8.40, 9.45, 21.01)

8

16
0/

21
3.

19 44/58.28

(7, 16, 12, 9)

(3.68, 16.80, 18.90, 18.90)

44/60.39

(11, 10, 8, 15)

(5.78, 10.50, 12.60, 31.51)

36/48.31

(8, 5, 18, 5)

(4.20, 5.25, 28.36, 10.50)

36/46.21

(7, 13, 9, 7)

(3.68, 13.65, 14.18, 14.70)

9

20
0/

26
4.

14 47/61.97

(11, 12 13, 11)

(5.78, 12.60, 20.48, 23.11)

62/78.77

(15, 17, 19, 11)

(7.88, 17.85, 29.93, 23.11)

17/74.04

(10, 15, 11, 17)

(5.25, 15.75, 17.33, 35.71)

38/49.36

(9, 9, 13, 7)

(4.73, 9.45, 20.48, 14.70)

10

26
0/

34
3.

43 63/79.29

(20, 13, 15, 15)

(10.50, 13.65, 23.63, 31.51)

75/103.45

(15, 16, 26, 18)

(7.88, 16.80, 40.96, 37.81)

67/88.74

(16, 15, 21, 15)

(8.40, 15.75, 33.08, 31.51)

55/71.95

(10, 21, 11, 13)

(5.25, 22.06, 17.33, 27.31)

4.4 Performance Comparison between Existing and Proposed Group-
ing Algorithm

We evaluate our proposed grouping algorithm using C++ where four RAW groups in RAW

(K = 4) were considered. Table 4.2, Table 4.3 and Table 4.4 describes the scenario that we have

generated from C++ simulation. We consider 10 random scenario and in Table 4.2, Table4.3
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Table 4.3: Number of STAs and their demands in RAW group for uniform grouping.

Uniform Grouping
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26

1/2.10

(0, 0, 0, 1)

(0, 0, 0, 2.10)

1/1.58

(0, 0, 1, 0)

(0, 0, 1.58, 0)

1/1.05

(0, 1, 0, 0)

(0, 1.05, 0, 0)

1/0.53

(1, 0, 0, 0)

(0.53, 0, 0, 0)

2

12
/1

4.
21 3/4.10

(1, 0, 1, 1)

(0.53, 0, 1.58, 2.10)

3/3.16

(1, 1, 1, 0)

(0.53, 1.05, 1.58, 0)

3/3.68

(0, 2, 1, 0)

(0, 2.10, 1.58, 0)

3/3.16

(1, 1, 1, 0)

(0.53, 1.05, 1.58, 0)

3

20
/2

6.
80

5/6.83

(1, 2, 0, 2)

(0.53, 2.10, 0, 4.20)

5/5.78

(2, 1, 1, 1)

(1.05, 1.05, 1.58, 2.10)

5/7.88

(0, 1, 3, 1)

(0, 1.05, 4.73, 2.10)

5/6.31

(1, 2, 1, 1)

(0.53, 2.10, 1.58, 2.10)

4

40
/5

6.
21

10/13.66

(3, 2, 1, 4)

(1.58, 2.10, 1.58, 8.40)

10/14.71

(1, 2, 5, 2)

(0.53, 2.10, 7.88, 4.20)

10/15.23

(1, 3, 2, 4)

(0.53, 3.15, 3.15, 8.40)

10/12.61

(3, 2, 3, 2)

(1.58, 2.10, 4.73, 4.20)

5

60
/8

3.
49 15/19.95

(4, 4, 2, 5)

(2.10, 4.20, 3.15, 10.50)

15/18.38

(5, 3, 4, 3)

(2.63, 3.15, 6.30, 6.30)

15/24.68

(0, 4, 5, 6)

(0, 4.20, 7.88, 12.60)

15/20.48

(2, 6, 3, 4)

(1.05, 6.30, 4.73, 8.40)

6

80
/1

07
.1

1 20/26.78

(5, 4, 6, 5)

(2.63, 4.20, 9.45, 10.50)

20/26.25

(4, 5, 8, 3)

(2.10, 5.25, 12.60, 6.30)

20/27.83

(4, 6, 3, 7)

(2.10, 6.30, 4.73, 14.70)

20/26.25

(4, 6, 6, 4)

(2.10, 6.30, 9.45, 8.40)

7

12
0/

15
5.

93 30/38.85

(6, 8, 12, 4)

(3.15, 8.40, 18.90, 8.40)

30/37.28

(7, 10, 8, 5)

(3.68, 10.50, 12.60, 10.50)

30/39.90

(8,7,6,6)

(4.20, 7.35, 9.45, 18.90)

30/39.90

(6, 9, 8, 7)

(3.15, 9.45, 12.60, 14.70)

8

16
0/

21
3.

20 40/55.66

(7, 8, 17, 8)

(3.68, 8.40, 26.78, 16.80)

40/55.67

(5, 14, 11, 10)

(2.63, 14.70, 17.33, 21.01)

40/54.09

(9, 10, 10, 11)

(4.73, 10.50, 15.75, 23.11)

40/47.78

(12, 12, 9, 7)

(6.30, 12.60, 14.18, 14.70)

9

20
0/

26
4.

13 50/65.11

(12, 11, 18, 9)

(6.30, 11.55, 28.36, 18.90)

50/66.16

(10, 16, 12, 12)

(5.25, 16.80, 18.90, 25.21)

50/67.74

(12, 12, 11, 15)

(6.30, 12.60, 17.33, 31.51)

50/65.12

(11, 14, 15, 10)

(5.78, 14.70, 23.63, 21.01)

10

26
0/

34
3.

43 65/85.07

(15, 18, 17, 15)

(7.88, 18.90, 26.78, 31.51)

65/85.59

(16, 14, 21, 14)

(8.40, 14.70, 33.08, 29.41)

65/86.17

(15, 19, 15, 16)

(7.88, 19.95, 23.63, 33.61)

65/87.70

(15, 14, 20, 16)

(7.88, 14.70, 31.51, 33.61)

and Table 4.4 show assigned number of STAs and their traffic demand in each group for random

grouping, uniform grouping and proposed grouping, respectively.

In Table 4.2 it is seen that, number of STAs and their traffic demand both are different

among the RAW groups for random grouping. Table 4.3 shows that in uniform grouping the

number of STAs are equal among the RAW groups but demand are different and also Table 4.4

shows that the number of STAs in RAW groups are not equal but their demand are equal for
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Table 4.4: Number of STAs and their demand in RAW group for proposed grouping.

Proposed Grouping
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1/0.53

(1, 0, 0, 0)

(0.53, 0, 0, 0)

1/1.05

(0, 1, 0, 0)

(0, 1.05, 0, 0)

1/1.58

(0, 0, 1, 0)

(0, 0, 1.58, 0)

1/2.10

(0, 0, 0, 1)

(0, 0, 0, 2.10)

2

12
/1

4.
19 4/3.15

(2, 2, 0, 0)

(1.05, 2.10, 0, 0)

3/3.68

(1, 0, 2, 0)

(0.53, 0, 3.15, 0)

3/3.68

(0, 2, 1, 0)

(0, 2.10, 1.58, 0)

2/3.68

(0, 0, 1, 1)

(0, 0, 1.58, 2.10)

3

20
/2

6.
80 5/6.83

(2, 0, 1, 2)

(1.05, 0, 1.58, 4.20)

5/6.83

(1, 2, 0, 2)

(0.53, 2.10, 0, 4.20)

5/6.83

(0, 2, 3, 0)

(0, 2.10, 4.73, 0)

5/6.31

(1, 2, 1, 1)

(0.53, 2.10, 1.58, 2.10)

4

40
/5

6.
19 9/13.65

(2, 1, 2, 4)

(1.05, 1.05, 3.15, 8.40)

11/14.18

(3, 2, 4, 2)

(1.58, 2.10, 6.30, 4.20)

8/14.18

(0, 2, 1, 5)

(0, 2.10, 1.58, 10.50)

12/14.18

(3, 4, 4, 1)

(1.58, 4.20, 6.30, 2.10)

5

60
/8

3.
48 17/21

(4, 7, 2, 4)

(2.10, 7.35, 3.15, 8.40)

12/21

(0, 2, 4, 6)

(0, 2.10, 6.30, 12.60)

15/21

(4, 2, 4, 5)

(2.10, 2.10, 6.30, 10.50)

16/20.98

(3, 6, 4, 3)

(1.58, 6.30, 6.30, 6.30)

6

80
/1

07
.1

3 23/26.28

(7, 5, 10, 1)

(3.68, 5.25, 15.75, 2.10)

19/26.25

(3, 7, 3, 6)

(1.58, 7.35, 4.73, 12.60)

19/26.28

(4, 3, 5, 7)

(2.10, 3.15, 7.88, 14.70)

19/26.26

(3, 6, 5, 5)

(1.58, 6.30, 7.88, 10.50)

7

12
0/

15
5.

96 32/38.36

(7, 12, 9, 4)

(3.68, 12.60, 14.18, 8.40)

32/38.33

(9, 8, 12, 3)

(4.73, 8.40, 18.90, 6.30)

27/38.39

(4, 7, 6, 10)

(2.10, 7.35, 9.45, 21.01)

29/38.38

(7, 7, 7, 8)

(3.68, 7.35, 11.03, 16.80)

8

16
0/

21
3.

19 38/53.09

(6, 10, 11, 11)

(3.15, 10.50, 17.33, 23.11)

43/53.03

(10, 14, 13, 6)

(5.25, 14.70, 20.48, 12.60)

42/53.03

(10, 12, 13, 7)

(5.25, 12.60, 20.48, 14.70)

37/53.04

(7, 8, 10, 12)

(3.68, 8.40, 15.75, 25.21)

9

20
0/

26
4.

14 52/66.17

(16, 10, 14, 12)

(8.40, 10.50, 22.06, 25.21)

49/66.17

(7, 18, 13, 11)

(3.68, 18.90, 20.48, 23.11)

52/66.16

(13, 13, 17, 9)

(6.83, 13.65, 26.78, 18.90)

47/66.16

(9, 12, 12, 14)

(4.73, 12.60, 18.90, 29..41)

10

26
0/

34
3.

43 65/85.60

(16, 15, 19, 15)

(8.40, 15.75, 29.93, 31.51)

65/85.60

(17, 15, 16, 17)

(8.93, 15.75, 25.21, 35.71)

68/85.67

(17, 18, 23, 10)

(8.93, 18.90, 36.23, 21.01)

62/85.59

(11, 17, 15, 19)

(5.78, 17.85, 23.63, 39.91)

proposed grouping. In random grouping STAs are distributed randomly in each RAW group

without consider their traffic demand. Thus, the number of STAs and traffic demand among

the RAW groups both are different. In uniform grouping STAs are evenly distributed in RAW

groups without consider their traffic demand. Thus, the number of STAs are identical in each

group but traffic demand are different. On the other hand, in our proposed grouping STAs are

assign in RAW groups based on their traffic demand thus, the number of STAs are varying in
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RAW groups but their traffic demand are equal. An example of a scenario 5 for 60 STAs can

be consider for all three grouping algorithms. For 60 STAs scenario in random grouping (Table

4.2) assign number of STAs and traffic demand both are different in RAW groups, in uniform

grouping ( Table 4.3) assign number of STAs are identical but traffic demand are varying in

RAW groups. Consequently, in proposed grouping (Table 4.4) assign number of STAs are

varying but traffic demand are same in RAW groups. In sparse network random and uniform

grouping works good but in dense network the two grouping work similar and an example in

scenario 7 for 120 STAs in Table 4.2 and Table 4.3 was seen.
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Figure 4.5: Number of STAs in RAW group

Figure 4.5 and Figure 4.6 show the number of STAs in each RAW group and the traffic

demand of each RAW group under different grouping algorithms for 40 STAs network scenario.

It is seen that random grouping algorithm randomly distributes the STAs in each RAW group,

consequently, the number of STAs and traffic demand of each RAW group both are different.

The uniform grouping algorithm evenly distributes the STAs in each RAW group hence, the

number of STAs in each RAW group are same whereas traffic demand of each RAW group

are different. Our proposed traffic demand-based grouping algorithm distributes the STAs in

each RAW group according to their traffic demand. As a result, varying number of STAs are

assigned in each RAW group whereas the traffic demand of each RAW group are equal.

Figure 4.7 shows the comparison of assign STAs fairness in RAW groups among random

grouping, uniform grouping and proposed grouping.We have previously observed in Table 4.2,
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Figure 4.6: Traffic demand of RAW groups

Table 4.3 and Table 4.4 random grouping algorithm assigns STAs in RAW groups randomly,

Uniform grouping algorithm assigns evenly STAs in each RAW groups and proposed grouping

algorithm assigns STAs in RAW groups based on demand. As a result, random grouping

algorithm distributes STAs unfairly in RAW groups and proposed grouping distributes STAs

in RAW groups more fairly than random grouping. On the other hand uniform grouping

algorithm distributes STAs in RAW groups better fairly nearly 100%. From Figure 4.7 it is

seen that, proposed grouping algorithm distributes STAs in RAW groups fairly just like uniform
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Figure 4.7: Comparison of assign STAs fairness in RAW groups
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Figure 4.8: Comparison of demand fairness in RAW groups

grouping algorithm in dense network scenario.

Figure 4.8 shows the comparison of assign STAs demand fairness in RAW groups among

random grouping, uniform grouping and proposed grouping. We have previously observed in

Table 4.2, Table 4.3 and Table 4.4 random grouping algorithm assigns STAs randomly and

uniform grouping algorithm evenly in RAW groups without consider STAs traffic demand. On

the other hand proposed grouping algorithm assigns STAs in RAW groups based on demand.

As a result, random grouping algorithm and uniform grouping algorithm achieve lower traffic

demand fairness than proposed grouping algorithm.

Figure 4.9 shows the comparison of Jain’s fairness index under random grouping, uniform
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Figure 4.9: Comparison of channel utilization fairness in RAW groups
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grouping and proposed grouping algorithm for distinct number of STAs. We have previously

observed in Table 4.2, Table 4.3 and Table 4.4 uniform grouping algorithm assigns STAs equally

in each RAW group where each RAW group contain various amount of traffic demand. Conse-

quently, each RAW group achieve different normalized throughput and thus, degrade fairness

among the RAW groups. Moreover, random grouping algorithm randomly assigns STAs in

each RAW group where number of STAs and amount of traffic demand both are not evenly

distributed. Consequently, each RAW group achieve more different normalized throughput and

thus, degrade fairness among the RAW groups compared to uniform grouping. The comparison

results shows that proposed grouping algorithm leads to fair resource allocation among the

RAW groups compared to the other existing algorithms when network is non-saturated. This

is because normalized throughput of the STAs depend on traffic demand when the network is

non-saturated.

4.5 Summary

This chapter presents analytical result of RAW based IEEE 802.11ah and legacy IEEE 802.11

and compare the analytical result. This chapter also present the graphical and tabular result

of proposed and existing grouping algorithm and compare fairness among them. Our proposed

grouping algorithm provide better channel utilization fairness among the RAW groups.
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Chapter 5

Conclusion and Future Works

5.1 Conclusion

In this paper, new low energy IoT oriented wireless standard called IEEE 802.11ah was studied.

The IEEE 802.11ah standard which operates in sub-1 GHz band is expected to have 1 km

coverage with at least 100 kbps data rate. Particular emphasis in the standard is supporting

large number of low energy STAs. This large number of IoT STAs have heterogeneous properties

and when this heterogeneous IoT STAs operating in ultra dense network scenarios may be

affected by the packet collisions, delays and low network throughput. However, to support

large number of low energy STAs it introduces a restricted access window mechanism and

partitions STAs into groups, to handle higher contention from a large number of STAs. For

fair channel utilization across the groups in this paper, we developed a traffic demand-based

grouping algorithm of RAW mechanism for heterogeneous STAs. Moreover, an analytical model

for IEEE 802.11ah based grouping scheme has been developed to evaluate the performance

which is solved by Maple software. Jain’s fairness index has been used to find the fairness

of resource allocation among the RAW groups. The analytical results show that the proposed

IEEE 802.11ah based grouping scheme provide better performance than the legacy IEEE 802.11

DCF in terms of reliability, normalized throughput, access delay and energy consumption. This

results has been reflected the importance of using RAW based grouping scheme than legacy

DCF in a dense Iot network. We also provided a fairness comparison using Jain’s fairness

index between the existing grouping algorithm and proposed grouping algorithm. The fairness

comparison result shows that the proposed grouping algorithm is more fair as compared to

random and uniform grouping algorithm when the network is specially non - saturated.
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5.2 Future Works

In this work, we design an analytical model for DCF protocol of RAW mechanism and impact

of RAW duration is not consider. In future, we will design a complete and accurate analytical

model for EDCA protocol of RAW mechanism to analyze the performance of IoT network

having heterogeneous STAs and try to find the impact of RAW duration in group.
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Appendix A

Source Code (C++) of Grouping Algorithm

#include < iostream >

#include < vector >

#include < bits/stdc++.h >

using namespace std ;

int main()

{

string outputF ilename = "utdg.csv";

std :: ofstream outputStream(outputF ilename.c_str(), ios :: app);

outputStream << "Groups" << ",";

outputStream << "C1" << ",";

outputStream << "C2" << ",";

outputStream << "C3" << ",";

outputStream << "C4" << ",";

outputStream << "Demand" << ",";

outputStream << "N-STAs" << ",";

outputStream << "A-N-STAs" << endl;

intnumberofstations = 260;

vector < int > stationlist;

intnumberofsationtype = 4;

intnumberofgroups = 4;

// randomly station demand generation begin

vector < int > stationtype;

stationtype.push_back(2);

stationtype.push_back(4);
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stationtype.push_back(6);

stationtype.push_back(8);

for ( int i = 0 ; i < numberofstations ; i++ )

{

int stationtypeindex = rand() % numberofsationtype+ 0;

stationlist.push_back (stationtype[stationtypeindex]);

}

// randomly station demand generation end

float totaltrafficdemand = accumulate(stationlist.begin(), stationlist.end(), 0);

int Maxdemandpergroup = ceil(totaltrafficdemand/numberofgroups);

// begin of grouping scheme

vector < int > group1;

vector < int > group2;

vector < int > group3;

vector < int > group4;

int demandofgroup1 = 0;

for (int i = stationlist.size()− 1 ; i >= 0 ; i−− )

{

if (demandofgroup1 + stationlist[i] > Maxdemandpergroup)

{

continue;

}

if (demandofgroup1 + stationlist[i] <= Maxdemandpergroup)

{

group1.push_back(stationlist[i]);

stationlist.erase(stationlist.begin() + i);

demandofgroup1 = demandofgroup1 + stationlist[i];

continue;

}

}

int demandofgroup2 = 0;

for (int i = stationlist.size() − 1 ; i >= 0 ; i−−)
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{

if (demandofgroup2 + stationlist[i] > Maxdemandpergroup)

{

continue;

}

if (demandofgroup2 + stationlist[i] <= Maxdemandpergroup)

{

group2.push_back(stationlist[i]);

stationlist.erase(stationlist.begin() + i);

demandofgroup2 = demandofgroup2 + stationlist[i];

continue;

}

}

int demandofgroup3 = 0;

for (int i = stationlist.size() − 1 ; i >= 0 ; i−−)

{

if (demandofgroup3 + stationlist[i] > Maxdemandpergroup)

{

continue;

}

if (demandofgroup3 + stationlist[i] <= Maxdemandpergroup)

{

group3.push_back(stationlist[i]);

stationlist.erase(stationlist.begin() + i);

demandofgroup3 = demandofgroup3 + stationlist[i];

continue;

}

}

int demandofgroup4 = 0;

for (int i = stationlist.size() − 1 ; i >= 0 ; i−−)

{

if (demandofgroup4 + stationlist[i] > Maxdemandpergroup)



83

{

continue;

}

if (demandofgroup4 + stationlist[i] <= Maxdemandpergroup)

{

group4.push_back(stationlist[i]);

stationlist.erase(stationlist.begin() + i);

demandofgroup4 = demandofgroup4 + stationlist[i];

continue;

}

}

int sizeofgroup1 = group1.size();

int sizeofgroup2 = group2.size();

int sizeofgroup3 = group3.size();

int sizeofgroup4 = group4.size();

vector < int > sizevector;

sizevector.push_back(sizeofgroup1);

sizevector.push_back(sizeofgroup2);

sizevector.push_back(sizeofgroup3);

sizevector.push_back(sizeofgroup4);

int remainstationlistsize = stationlist.size();

while (stationlist.size()! = 0)

{

if(sizeofgroup1 == ∗min_element(sizevector.begin(), sizevector.end()))

{

group1.push_back(stationlist[remainstationlistsize− 1]);

stationlist.pop_back();

sizeofgroup1 + +;

remainstationlistsize−−;

continue;

}

else if(sizeofgroup2 == ∗min_element(sizevector.begin(), sizevector.end()))
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{

group2.push_back(stationlist[remainstationlistsize− 1]);

stationlist.pop_back();

sizeofgroup2 + +;

remainstationlistsize−−;

continue;

}

else if(sizeofgroup3 == ∗min_element(sizevector.begin(), sizevector.end()))

{

group3.push_back(stationlist[remainstationlistsize− 1]);

stationlist.pop_back();

sizeofgroup3 + +;

remainstationlistsize−−;

continue;

}

else if(sizeofgroup4 == ∗min_element(sizevector.begin(), sizevector.end()))

{

group4.push_back(stationlist[remainstationlistsize− 1]);

stationlist.pop_back();

sizeofgroup4 + +;

remainstationlistsize−−;

continue;

}

}

// end of grouping scheme

int assignednumberofstations = group1.size() + group2.size() + group3.size()+

group4.size();

outputStream << "Group1" << ",";

outputStream << count(group1.begin(), group1.end(), 2) << ",";

outputStream << count(group1.begin(), group1.end(), 4) << ",";

outputStream << count(group1.begin(), group1.end(), 6) << ",";

outputStream << count(group1.begin(), group1.end(), 8) << ",";
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outputStream << accumulate(group1.begin(), group1.end(), 0) << ",";

outputStream << group1.size() << endl;

outputStream << "Group2" << ",";

outputStream << count(group2.begin(), group2.end(), 2) << ",";

outputStream << count(group2.begin(), group2.end(), 4) << ",";

outputStream << count(group2.begin(), group2.end(), 6) << ",";

outputStream << count(group2.begin(), group2.end(), 8) << ",";

outputStream << accumulate(group2.begin(), group2.end(), 0) << ",";

outputStream << group2.size() << endl;

outputStream << "Group3" << ",";

outputStream << count(group3.begin(), group3.end(), 2) << ",";

outputStream << count(group3.begin(), group3.end(), 4) << ",";

outputStream << count(group3.begin(), group3.end(), 6) << ",";

outputStream << count(group3.begin(), group3.end(), 8) << ",";

outputStream << accumulate(group3.begin(), group3.end(), 0) << ",";

outputStream << group3.size() << ",";

outputStream << assignednumberofstations << endl;

outputStream << "Group4" << ",";

outputStream << count(group4.begin(), group4.end(), 2) << ",";

outputStream << count(group4.begin(), group4.end(), 4) << ",";

outputStream << count(group4.begin(), group4.end(), 6) << ",";

outputStream << count(group4.begin(), group4.end(), 8) << ",";

outputStream << accumulate(group4.begin(), group4.end(), 0) << ",";

outputStream << group4.size() << endl;

return 0;

}



86

Appendix B

Source Code (Maple) of Analytical Model

> restart :

# Load packages "properly" and check Maple

#version

with(DirectSearch) :

with(LinearAlgebra) :

kernelopts(version) :

> AIFSN := 2 :

> framebody := 8 · 256 : # 256 bytes

> alpha := 6 · 10−6 : # 6 microseconds

> tsifs := 160 · 10−6 : # 160 microseconds

> tslot := 52 · 10−6 : #52 microseconds

> hphy := 156 : # 156 bits

> hmac := 112 : # MAC Header 14 bytes

> rdata := 7800 · 103 : # 7800 kbps (can be changed and depands on MCS value)

> rbasicdata := 650 · 103 :

> lbitpersymbol(basicrate) := 26 :

> tsymbol := 40 · 10−6 : # 40 microseconds

> tAIFS := AIFSN · tslot + tsifs :

> tphy :=
hphy

rbasicdata
:

> tdata := ceil

(
framebody+hmac

rdata
rbasicdata

·lbitpersymbol(basicrate)

)
· tsymbol + tphy :

> tframebody := ceil

(
framebody+hmac

rdata
rbasicdata

·lbitpersymbol(basicrate)

)
· tsymbol :

> tpspoll :=
hphy

rbasicdata
:
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> tpspollack :=
hphy

rbasicdata
:

> tack :=
hphy

rbasicdata
:

> tsucc := tAIFS + tpspoll + tpspollack + tdata + tack + 3 · tsifs + 4 · alpha :

> tcoll := tAIFS + tpspoll + tpspollack + tsifs + 2 · alpha :

> tRAW := 1: # duration of RAW

> nRAWslot := 4 : # number of RAW slot

> tRAWslot :=
tRAW

nRAWslot
:

> LRAWslot :=
tRAWslot

tslot
:

> plast :=
1

LRAWslot
:

> Lsucc :=
tsucc
tslot

:

> p1,lock :=
Lsucc

LRAWslot
:

> p2,lock :=
Lsucc

LRAWslot
:

> p3,lock :=
Lsucc

LRAWslot
:

> p4,lock :=
Lsucc

LRAWslot
:

> ptx := 204 · 10−3 :

> prx := 92 · 10−3 :

> pidle := 20 · 10−3 :

> p1,cont :=
tRAWslot

tRAW
:

> p2,cont :=
tRAWslot

tRAW
:

> p3,cont :=
tRAWslot

tRAW
:

> p4,cont :=
tRAWslot

tRAW
:

> cwmin := 7 :

> cwmax := 31 :

> R := 7 : # retry limit

> m := log2

(
cwmax+1
cwmin+1

)
> x := R−m:

> w =

 2j1 × (cwmin + 1)− 1 0 ≤ j1 ≤ m

cwmax m+ 1 ≤ j1 ≤ m+ x

> nodetype := 4: # node type for heterogeneous traffic

> λ1 := 2 :

> λ2 := 4 :

> λ3 := 6 :

> λ4 := 8 :
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> fname := "F:/IEEE802.11ah/Final(Journal)/UTDG/utdg52.xlsx"

> n1 := convert(ExcelTools : −Import(fname, "Sheet1", "B2:B5"), V ector):

> n2 := convert(ExcelTools : −Import(fname, "Sheet1", "C2:C5"), V ector) :

> n3 := convert(ExcelTools : −Import(fname, "Sheet1", "D2:D5"), V ector) :

> n4 := convert(ExcelTools : −Import(fname, "Sheet1", "E2:E5"), V ector) :

> for a from 1 by 1 to nRAWslot do

n1 := n1[a] :

n2 := n2[a] :

n3 := n3[a] :

n4 := n4[a] :

e1 := pbusy = 1− (1− τ1)
n1 · (1− τ2)

n2 · (1− τ3)
n3 · (1− τ4)

n4 :

e2 := p1,idle =
(1−τ1)n1 ·(1−τ2)n2 ·(1−τ3)n3 ·(1−τ4)n4

(1−τ1)
:

e3 := p2,idle =
(1−τ1)n1 ·(1−τ2)n2 ·(1−τ3)n3 ·(1−τ4)n4

(1−τ2)
:

e4 := p3,idle =
(1−τ1)n1 ·(1−τ2)n2 ·(1−τ3)n3 ·(1−τ4)n4

(1−τ3)
:

e5 := p4,idle =
(1−τ1)n1 ·(1−τ2)n2 ·(1−τ3)n3 ·(1−τ4)n4

(1−τ4)
:

e6 := p1,succ =
n1·τ1·(1−τ1)n1 ·(1−τ2)n2 ·(1−τ3)n3 ·(1−τ4)n4

(1−τ1)
:

e7 := p2,succ =
n2·τ2·(1−τ1)n1 ·(1−τ2)n2 ·(1−τ3)n3 ·(1−τ4)n4

(1−τ2)
:

e8 := p3,succ =
n3·τ3·(1−τ1)n1 ·(1−τ2)n2 ·(1−τ3)n3 ·(1−τ4)n4

(1−τ3)
:

e9 := p4,succ =
n4·τ4·(1−τ1)n1 ·(1−τ2)n2 ·(1−τ3)n3 ·(1−τ4)n4

(1−τ4)
:

e10 := psucc = n1 · p1,succ + n2 · p2,succ + n3 · p3,succ + n4 · p4,succ :

e11 := C1 =
p1,idle·(1−plast)

1−(1−p1,idle)·(1−plast)
:

e12 := C2 =
p2,idle·(1−plast)

1−(1−p2,idle)·(1−plast)
:

e13 := C3 =
p3,idle·(1−plast)

1−(1−p3,idle)·(1−plast)
:

e14 := C4 =
p4,idle·(1−plast)

1−(1−p4,idle)·(1−plast)
:

e15 := b1,empty =
(1−ρ1)

q1
·
(
(1− p1,lock) · p1,succ ·

(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p1,lock)·(1−p1,succ)

(eval(w,j1=j2)+1)(∑eval(w,j1=j2)
k2=0 (C1)

k2
))))

+ (1− p1,lock) · (1− p1,succ) ·
(∏m+x

j=1

(
(1−p1,lock)·(1−p1,succ)

(eval(w,j1=j)+1)
·(∑eval(w,j1=j)

k2=0 (C1)
k2
))))

· b1 :

e16 := b2,empty =
(1−ρ2)

q2
·
(
(1− p2,lock) · p2,succ ·

(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p2,lock)·(1−p2,succ)

(eval(w,j1=j2)+1)(∑eval(w,j1=j2)
k2=0 (C2)

k2
))))

+ (1− p2,lock) · (1− p2,succ) ·
(∏m+x

j=1

(
(1−p2,lock)·(1−p2,succ)

(eval(w,j1=j)+1)
·(∑eval(w,j1=j)

k2=0 (C2)
k2
))))

· b2 :

e17 := b3,empty =
(1−ρ3)

q3
·
(
(1− p3,lock) · p3,succ ·

(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p3,lock)·(1−p3,succ)

(eval(w,j1=j2)+1)(∑eval(w,j1=j2)
k2=0 (C3)

k2
))))

+ (1− p3,lock) · (1− p3,succ) ·
(∏m+x

j=1

(
(1−p3,lock)·(1−p3,succ)

(eval(w,j1=j)+1)
·
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(∑eval(w,j1=j)
k2=0 (C3)

k2
))))

· b3 :

e18 := b4,empty =
(1−ρ4)

q4
·
(
(1− p4,lock) · p4,succ ·

(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p4,lock)·(1−p4,succ)

(eval(w,j1=j2)+1)(∑eval(w,j1=j2)
k2=0 (C4)

k2
))))

+ (1− p4,lock) · (1− p4,succ) ·
(∏m+x

j=1

(
(1−p4,lock)·(1−p4,succ)

(eval(w,j1=j)+1)
·(∑eval(w,j1=j)

k2=0 (C4)
k2
))))

· b4 :

e19 := q1 = 1− e

(
−λ1·((1−pbusy)·tslot+(1−p1,lock)·p1,succ·tsucc+(1−p1,lock)·(pbusy−p1,succ)·tcoll)

)
:

e20 := q2 = 1− e

(
−λ2·((1−pbusy)·tslot+(1−p2,lock)·p2,succ·tsucc+(1−p2,lock)·(pbusy−p2,succ)·tcoll)

)
:

e21 := q3 = 1− e

(
−λ3·((1−pbusy)·tslot+(1−p3,lock)·p3,succ·tsucc+(1−p3,lock)·(pbusy−p3,succ)·tcoll)

)
:

e22 := q4 = 1− e

(
−λ4·((1−pbusy)·tslot+(1−p4,lock)·p4,succ·tsucc+(1−p4,lock)·(pbusy−p4,succ)·tcoll)

)
:

e23 := b1,syn = 1(
1− plast

(eval(w,j1=0)+1)·(1−(1−p1,idle)·(1−plast))

(∑eval(w,j1=0)
k=1

(
k·(C1)eval(w,j1=0)−k

)))
·p1,cont(

q1 · b1,empty + plast

(∑m+x
j=1

(∑eval(w,j1=j)
k=1

(
(1−p1,lock)·(1−p1,idle)

(eval(w,j1=j2)+1)·(1−(1−p1,idle)·(1−plast))
·(∑eval(w,j1=j)−k

k1=0 (C1)
k1
)
·
(∏j−1

j2=1

(
(1−p1,lock)·(1−p1,idle)

eval(w,j1=j2)+1
·
(∑eval(w,j1=j2)

k2=0 (C1)
k2
))))))

· b1 +

p1,lock ·
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p1,lock)·(1−p1,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C1)
k2
))))

· b1 +(
plast

(eval(w,j1=0)+1)·(1−(1−p1,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1

(
k · (C1)

eval(w,j1=0)−k
)))
·
(
ρ1 · (1 − p1,lock) ·

p1,idle ·
(
1+

∑m+x
j=1

(∏j
j2=1

(
(1−p1,lock)·(1−p1,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C1)
k2
))))

+ρ1 · (1−p1,lock) · (1−

p1,idle) ·
(∏m+x

j2=1

(
(1−p1,lock)·(1−p1,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j)

k2=0 (C1)
k2
))))

· b1
)

:

e24 := b2,syn = 1(
1− plast

(eval(w,j1=0)+1)·(1−(1−p2,idle)·(1−plast))

(∑eval(w,j1=0)
k=1

(
k·(C2)eval(w,j1=0)−k

)))
·p2,cont(

q2 · b2,empty + plast

(∑m+x
j=1

(∑eval(w,j1=j)
k=1

(
(1−p2,lock)·(1−p2,idle)

(eval(w,j1=j2)+1)·(1−(1−p2,idle)·(1−plast))
·(∑eval(w,j1=j)−k

k1=0 (C2)
k1
)
·
(∏j−1

j2=1

(
(1−p2,lock)·(1−p2,idle)

eval(w,j1=j2)+1
·
(∑eval(w,j1=j2)

k2=0 (C2)
k2
))))))

· b2 +

p2,lock ·
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p2,lock)·(1−p2,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C2)
k2
))))

· b2 +(
plast

(eval(w,j1=0)+1)·(1−(1−p2,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1

(
k · (C2)

eval(w,j1=0)−k
)))
·
(
ρ2 · (1 − p2,lock) ·

p2,idle ·
(
1+

∑m+x
j=1

(∏j
j2=1

(
(1−p2,lock)·(1−p2,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C2)
k2
))))

+ρ2 · (1−p2,lock) · (1−

p2,idle) ·
(∏m+x

j2=1

(
(1−p2,lock)·(1−p2,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j)

k2=0 (C2)
k2
))))

· b2
)

:

e25 := b3,syn = 1(
1− plast

(eval(w,j1=0)+1)·(1−(1−p3,idle)·(1−plast))

(∑eval(w,j1=0)
k=1

(
k·(C3)eval(w,j1=0)−k

)))
·p3,cont(

q3 · b3,empty + plast

(∑m+x
j=1

(∑eval(w,j1=j)
k=1

(
(1−p3,lock)·(1−p3,idle)

(eval(w,j1=j2)+1)·(1−(1−p3,idle)·(1−plast))
·(∑eval(w,j1=j)−k

k1=0 (C3)
k1
)
·
(∏j−1

j2=1

(
(1−p3,lock)·(1−p3,idle)

eval(w,j1=j2)+1
·
(∑eval(w,j1=j2)

k2=0 (C3)
k2
))))))

· b3+p3,lock ·(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p3,lock)·(1−p3,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C3)
k2
))))

· b3 +(
plast

(eval(w,j1=0)+1)·(1−(1−p3,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1

(
k · (C3)

eval(w,j1=0)−k
)))
·
(
ρ3 · (1 − p3,lock) ·
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p3,idle ·
(
1+

∑m+x
j=1

(∏j
j2=1

(
(1−p3,lock)·(1−p3,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C3)
k2
))))

+ρ3 · (1−p3,lock) · (1−

p3,idle) ·
(∏m+x

j2=1

(
(1−p3,lock)·(1−p3,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j)

k2=0 (C3)
k2
))))

· b3
)

:

e26 := b4,syn = 1(
1− plast

(eval(w,j1=0)+1)·(1−(1−p4,idle)·(1−plast))

(∑eval(w,j1=0)
k=1

(
k·(C4)eval(w,j1=0)−k

)))
·p4,cont(

q4 · b4,empty + plast

(∑m+x
j=1

(∑eval(w,j1=j)
k=1

(
(1−p4,lock)·(1−p4,idle)

(eval(w,j1=j2)+1)·(1−(1−p4,idle)·(1−plast))
·(∑eval(w,j1=j)−k

k1=0 (C4)
k1
)
·
(∏j−1

j2=1

(
(1−p4,lock)·(1−p4,idle)

eval(w,j1=j2)+1
·
(∑eval(w,j1=j2)

k2=0 (C4)
k2
))))))

· b3+p4,lock ·(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p4,lock)·(1−p4,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C4)
k2
))))

· b4 +(
plast

(eval(w,j1=0)+1)·(1−(1−p4,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1

(
k · (C4)

eval(w,j1=0)−k
)))
·
(
ρ4 · (1 − p4,lock) ·

p4,idle ·
(
1+

∑m+x
j=1

(∏j
j2=1

(
(1−p4,lock)·(1−p4,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C4)
k2
))))

+ρ4 · (1−p4,lock) · (1−

p4,idle) ·
(∏m+x

j2=1

(
(1−p4,lock)·(1−p4,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j)

k2=0 (C4)
k2
))))

· b4
)
:

e27 := ρ1 = λ1 ·
(∑m+x

k=0

((∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy) · tslot + (1 − p1,lock) · psucc · tsucc +

(1 − p1,lock) · (pbusy − psucc) · tcoll) + k · tcoll + tsucc

)
· ((1 − p1,lock) · (1 − p1,idle))

K · (1 − p1,lock) ·

p1,idle

)
+

∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy) · tslot + (1 − p1,lock) · psucc · tsucc + (1 − p1,lock) · (pbusy −

psucc) · tcoll) + (m+ x+ 1) · tcoll · ((1− p1,lock) · (1− p1,idle))
m+x+1

)
:

e28 := ρ2 = λ2 ·
(∑m+x

k=0

((∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy) · tslot + (1 − p2,lock) · psucc · tsucc +

(1 − p2,lock) · (pbusy − psucc) · tcoll) + k · tcoll + tsucc

)
· ((1 − p2,lock) · (1 − p2,idle))

K · (1 − p2,lock) ·

p2,idle

)
+

∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy) · tslot + (1 − p2,lock) · psucc · tsucc + (1 − p2,lock) · (pbusy −

psucc) · tcoll) + (m+ x+ 1) · tcoll · ((1− p2,lock) · (1− p2,idle))
m+x+1

)
:

e29 := ρ3 = λ3 ·
(∑m+x

k=0

((∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy) · tslot + (1 − p3,lock) · psucc · tsucc +

(1 − p3,lock) · (pbusy − psucc) · tcoll) + k · tcoll + tsucc

)
· ((1 − p3,lock) · (1 − p3,idle))

K · (1 − p3,lock) ·

p3,idle

)
+

∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy) · tslot + (1 − p3,lock) · psucc · tsucc + (1 − p3,lock) · (pbusy −

psucc) · tcoll) + (m+ x+ 1) · tcoll · ((1− p3,lock) · (1− p3,idle))
m+x+1

)
:

e30 := ρ4 = λ4 ·
(∑m+x

k=0

((∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy) · tslot + (1 − p4,lock) · psucc · tsucc +

(1 − p4,lock) · (pbusy − psucc) · tcoll) + k · tcoll + tsucc

)
· ((1 − p4,lock) · (1 − p4,idle))

K · (1 − p4,lock) ·

p4,idle

)
+

∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy) · tslot + (1 − p4,lock) · psucc · tsucc + (1 − p4,lock) · (pbusy −

psucc) · tcoll) + (m+ x+ 1) · tcoll · ((1− p4,lock) · (1− p4,idle))
m+x+1

)
:

e31 := τ1 =
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p1,lock)·(1−p1,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C1)
k2
))))

· b1 + p1,idle ·
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p1,cont · b1,syn :

e32 := τ2 =
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p2,lock)·(1−p2,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C2)
k2
))))

· b2 + p2,idle ·

p2,cont · b2,syn :

e33 := τ3 =
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p3,lock)·(1−p3,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C3)
k2
))))

· b3 + p3,idle ·

p3,cont · b3,syn :

e34 := τ4 =
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p4,lock)·(1−p4,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C4)
k2
))))

· b4 + p4,idle ·

p4,cont · b4,syn :

e35 := b1 =
(
1− b1,empty − b1,syn ·

(
1 + p1,cont

(eval(w,j1=0)+1)·(1−(1−p1,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1

(k · (C1)
(eval(w,j1=0)−k)

)))
/
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p1,lock)·(1−p1,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2

k2=0

(C1)
k2
)))

+
∑m+x

j=1

(∑eval(w,j1=j)
k=1

(
(1−p1,lock)·(1−p1,idle)

((eval(w,j1=j)+1)·(1−(1−p1,idle)·(1−plast))
·(∑eval(w,j1=j)−k

k1=0 (C1)
k1
)
·
(∏j−1

j2=1

(
(1−p1,lock)·(1−p1,idle)

((eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C1)
k2
)))))

+(
1

(eval(w,j1=0)+1)·(1−(1−p1,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1 (k · (C1)
(eval(w, j1 = 0)− k)

))
·(

ρ1 · (1− p1,lock) · p1,idle ·
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p1,lock)·(1−p1,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C1)
k2
))))

+

ρ1 · (1− p1,lock) · (1− p1,idle) ·
(∏m+x

j=1

(
(1−p1,lock)·(1−p1,idle)

(eval(w,j1=j)+1)
·
(∑eval(w,j1=j)

k2=0 (C1)
k2
)))))

:

e36 := b2 =
(
1− b2,empty − b2,syn ·

(
1 + p2,cont

(eval(w,j1=0)+1)·(1−(1−p2,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1

(k · (C2)
(eval(w,j1=0)−k)

)))
/
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p2,lock)·(1−p2,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2

k2=0

(C2)
k2
)))

+
∑m+x

j=1

(∑eval(w,j1=j)
k=1

(
(1−p2,lock)·(1−p2,idle)

((eval(w,j1=j)+1)·(1−(1−p2,idle)·(1−plast))
·(∑eval(w,j1=j)−k

k1=0 (C2)
k1
)
·
(∏j−1

j2=1

(
(1−p2,lock)·(1−p2,idle)

((eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C2)
k2
)))))

+(
1

(eval(w,j1=0)+1)·(1−(1−p2,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1 (k · (C2)
(eval(w, j1 = 0)− k)

))
·(

ρ2 · (1− p2,lock) · p2,idle ·
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p2,lock)·(1−p2,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C2)
k2
))))

+

ρ2 · (1− p2,lock) · (1− p2,idle) ·
(∏m+x

j=1

(
(1−p2,lock)·(1−p2,idle)

(eval(w,j1=j)+1)
·
(∑eval(w,j1=j)

k2=0 (C2)
k2
)))))

:

e37 := b3 =
(
1− b3,empty − b3,syn ·

(
1 + p3,cont

(eval(w,j1=0)+1)·(1−(1−p3,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1

(k · (C3)
(eval(w,j1=0)−k)

)))
/
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p3,lock)·(1−p3,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2

k2=0

(C3)
k2
)))

+
∑m+x

j=1

(∑eval(w,j1=j)
k=1

(
(1−p3,lock)·(1−p3,idle)

((eval(w,j1=j)+1)·(1−(1−p3,idle)·(1−plast))
·(∑eval(w,j1=j)−k

k1=0 (C3)
k1
)
·
(∏j−1

j2=1

(
(1−p3,lock)·(1−p3,idle)

((eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C3)
k2
)))))

+(
1

(eval(w,j1=0)+1)·(1−(1−p3,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1 (k · (C3)
(eval(w, j1 = 0)− k)

))
·
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(
ρ3 · (1− p3,lock) · p3,idle ·

(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p3,lock)·(1−p3,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C3)
k2
))))

+

ρ3 · (1− p3,lock) · (1− p3,idle) ·
(∏m+x

j=1

(
(1−p3,lock)·(1−p3,idle)

(eval(w,j1=j)+1)
·
(∑eval(w,j1=j)

k2=0 (C3)
k2
)))))

:

e38 := b4 =
(
1− b4,empty − b4,syn ·

(
1 + p4,cont

(eval(w,j1=0)+1)·(1−(1−p4,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1

(k · (C4)
(eval(w,j1=0)−k)

)))
/
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p4,lock)·(1−p4,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2

k2=0

(C4)
k2
)))

+
∑m+x

j=1

(∑eval(w,j1=j)
k=1

(
(1−p4,lock)·(1−p4,idle)

((eval(w,j1=j)+1)·(1−(1−p4,idle)·(1−plast))
·(∑eval(w,j1=j)−k

k1=0 (C4)
k1
)
·
(∏j−1

j2=1

(
(1−p4,lock)·(1−p4,idle)

((eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C4)
k2
)))))

+(
1

(eval(w,j1=0)+1)·(1−(1−p4,idle)·(1−plast))
·
(∑eval(w,j1=0)

k=1 (k · (C4)
(eval(w, j1 = 0)− k)

))
·(

ρ4 · (1− p4,lock) · p4,idle ·
(
1 +

∑m+x
j=1

(∏j
j2=1

(
(1−p4,lock)·(1−p4,idle)

(eval(w,j1=j2)+1)
·
(∑eval(w,j1=j2)

k2=0 (C4)
k2
))))

+

ρ4 · (1− p4,lock) · (1− p4,idle) ·
(∏m+x

j=1

(
(1−p4,lock)·(1−p4,idle)

(eval(w,j1=j)+1)
·
(∑eval(w,j1=j)

k2=0 (C4)
k2
)))))

:

CSTR := {p[busy], p[1, idle], p[2, idle], p[3, idle], p[4, idle], p[1, succ], p[2, succ], p[3, succ],

p[4, succ], p[succ], C[1], C[2], C[3], C[4], b[1, empty], b[2, empty], b[3, empty], b[4, empty], q[1],

q[2], q[3], q[4], b[1, syn], b[2, syn], b[3, syn], b[4, syn], ρ[1], ρ[2], ρ[3], ρ[4], τ [1], τ [2], τ [3], τ [4],

b[1], b[2], b[3], b[4]} =∼ (0..1);

residuals := (lhs− rhs) ∼ ([e1, e2, e3, e4, e5, e6, e7, e8, e9, e10, e11, e12, e13, e14, e15, e16,

e17, e18, e19, e20, e21, e22, e23, e24, e25, e26, e27, e28, e29, e30, e31, e32, e33, e34, e35, e36,

e37, e38];

ansLS[a] := Optimization : −LSSolve(residuals, op(CSTR), iterationlimit = 1000;

ansDS[a] := DirectSearch : −SolveEquations(residuals, CSTR, initialpoint = ansLS[a][2];

end do

Matrix(3, 38, [seq(ansDS[j][3], j = 1..38)]):

Matrix(3, 38, [seq(ansLS[j][3], j = 1..38)]):

LSMat := Matrix(max([indices(ansLS,′ nolist′)]) + 1, numelems(ansLS[1][2] + 1):

LSMat[1, 1] := "a":

LSMat[1, 2..− 1] := convert sin( (lhs sin(ansLS[1][2])[]), string):

LSMat[2..− 1, 1] := (seq(j.j = 1..a− 1)):

LSMat[2..− 1, 2..− 1] := (seq(Transpose( (rhs sin(ansLS[j][2]) ) ), j = 1..a− 1)):

DSMat := Matrix(max([indices(ansDS,′ nolist′)]) + 1, numelems(ansDS[1][3]) + 1):

DSMat[1, 1] := "a":

DSMat[1, 2..− 1] := convert ∼ ( (lhs ∼ (ansDS[1][3])[]), string:
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DSMat[2..− 1, 1] := (seq(j, j = 1..a− 1)):

DSMat[2..− 1, 2..− 1] := (seq( Transpose( (rhs ∼ (ansDS[j][3]))), j = 1..a− 1)):

LSMat:

DSMat:

> mi := max[index](DSMat− LSMat):

(DSMat− LSMat)[mi]:

> ExcelTools : −Export(LSMat, cat(frame), 1, "A9"):

> pbusy := convert((ExcelTools : −Impot(frame, "Sheet1", "R10:R13")), V ector):

> psucc := convert((ExcelTools : −Impot(frame, "Sheet1", "S10:S13")), V ector):

> p1,succ := convert((ExcelTools : −Impot(frame, "Sheet1", "U10:U13")), V ector):

> p2,succ := convert((ExcelTools : −Impot(frame, "Sheet1", "W10:W13")), V ector):

> p3,succ := convert((ExcelTools : −Impot(frame, "Sheet1", "Y10:Y13")), V ector):

> p4,succ := convert((ExcelTools : −Impot(frame, "Sheet1", "AA10:AA13")), V ector):

> p1,idle := convert((ExcelTools : −Impot(frame, "Sheet1", "T10:T13")), V ector):

> p2,idle := convert((ExcelTools : −Impot(frame, "Sheet1", "V10:V13")), V ector):

> p3,idle := convert((ExcelTools : −Impot(frame, "Sheet1", "X10:X13")), V ector):

> p4,idle := convert((ExcelTools : −Impot(frame, "Sheet1", "Z10:Z13")), V ector):

> τ1 := convert((ExcelTools : −Impot(frame, "Sheet1", "AJ10:AJ13")), V ector):

> τ2 := convert((ExcelTools : −Impot(frame, "Sheet1", "AK10:AK13")), V ector):

> τ3 := convert((ExcelTools : −Impot(frame, "Sheet1", "AL10:AL13")), V ector):

> τ4 := convert((ExcelTools : −Impot(frame, "Sheet1", "AM10:AM13")), V ector):

> for i from 1 by 1 to nodetype do

n1 := n1[i]:

n2 := n2[i]:

n3 := n3[i]:

n4 := n4[i]:

U1[i] :=
n1·p1,succ[i]·tframebody

(1−pbusy [i])·tslot+psucc[i]·tsucc+(pbusy [i]−psucc[i])·tcoll
:

U2[i] :=
n2·p2,succ[i]·tframebody

(1−pbusy [i])·tslot+psucc[i]·tsucc+(pbusy [i]−psucc[i])·tcoll
:

U3[i] :=
n3·p3,succ[i]·tframebody

(1−pbusy [i])·tslot+psucc[i]·tsucc+(pbusy [i]−psucc[i])·tcoll
:

U4[i] :=
n4·p4,succ[i]·tframebody

(1−pbusy [i])·tslot+psucc[i]·tsucc+(pbusy [i]−psucc[i])·tcoll
:
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H[i] := U1[i] + U2[i] + U3[i] + U4[i]:

p1,coll := τ1[i] ·
(
1− (1−τ1[i])n1 ·(1−τ2[i])n2 ·(1−τ3[i])n3 ·(1−τ4[i])n4

(1−τ1[i])

)
:

p2,coll := τ2[i] ·
(
1− (1−τ1[i])n1 ·(1−τ2[i])n2 ·(1−τ3[i])n3 ·(1−τ4[i])n4

(1−τ2[i])

)
:

p3,coll := τ3[i] ·
(
1− (1−τ1[i])n1 ·(1−τ2[i])n2 ·(1−τ3[i])n3 ·(1−τ4[i])n4

(1−τ3[i])

)
:

p4,coll := τ4[i] ·
(
1− (1−τ1[i])n1 ·(1−τ2[i])n2 ·(1−τ3[i])n3 ·(1−τ4[i])n4

(1−τ4[i])

)
:

t1,delay[i] :=
∑m+x

k=0

((∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy[i]) · tslot + (1 − p1,lock) · psucc[i] · tsucc + (1 −

p1,lock) · (pbusy[i]− psucc[i]) · tcoll) + k · tcoll + tsucc

)
· ((1− p1,lock) · (1− p1,idle[i]))

K · (1− p1,lock) ·

p1,idle[i]
)
+

∑m+x
l=0

eval(w,j1=l)
2

· ((1 − pbusy[i]) · tslot + (1 − p1,lock) · psucc[i] · tsucc + (1 − p1,lock) ·

(pbusy[i]− psucc[i]) · tcoll) + (m+ x+ 1) · tcoll · ((1− p1,lock) · (1− p1,idle[i]))
m+x+1:

t2,delay[i] :=
∑m+x

k=0

((∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy[i]) · tslot + (1 − p2,lock) · psucc[i] · tsucc + (1 −

p2,lock) · (pbusy[i]− psucc[i]) · tcoll) + k · tcoll + tsucc

)
· ((1− p2,lock) · (1− p2,idle[i]))

K · (1− p2,lock) ·

p2,idle[i]
)
+

∑m+x
l=0

eval(w,j1=l)
2

· ((1 − pbusy[i]) · tslot + (1 − p2,lock) · psucc[i] · tsucc + (1 − p2,lock) ·

(pbusy[i]− psucc[i]) · tcoll) + (m+ x+ 1) · tcoll · ((1− p2,lock) · (1− p2,idle[i]))
m+x+1:

t3,delay[i] :=
∑m+x

k=0

((∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy[i]) · tslot + (1 − p3,lock) · psucc[i] · tsucc + (1 −

p3,lock) · (pbusy[i]− psucc[i]) · tcoll) + k · tcoll + tsucc

)
· ((1− p3,lock) · (1− p3,idle[i]))

K · (1− p3,lock) ·

p3,idle[i]
)
+

∑m+x
l=0

eval(w,j1=l)
2

· ((1 − pbusy[i]) · tslot + (1 − p3,lock) · psucc[i] · tsucc + (1 − p3,lock) ·

(pbusy[i]− psucc[i]) · tcoll) + (m+ x+ 1) · tcoll · ((1− p3,lock) · (1− p3,idle[i]))
m+x+1:

t4,delay[i] :=
∑m+x

k=0

((∑k
l=0

eval(w,j1=l)
2

· ((1 − pbusy[i]) · tslot + (1 − p4,lock) · psucc[i] · tsucc + (1 −

p4,lock) · (pbusy[i]− psucc[i]) · tcoll) + k · tcoll + tsucc

)
· ((1− p4,lock) · (1− p4,idle[i]))

K · (1− p4,lock) ·

p4,idle[i]
)
+

∑m+x
l=0

eval(w,j1=l)
2

· ((1 − pbusy[i]) · tslot + (1 − p4,lock) · psucc[i] · tsucc + (1 − p4,lock) ·

(pbusy[i]− psucc[i]) · tcoll) + (m+ x+ 1) · tcoll · ((1− p4,lock) · (1− p4,idle[i]))
m+x+1:

tdelay[i] :=
t1,delay [i]+t2,delay [i]+t3,delay [i]+t4,delay [i]

nodetype
:

r1[i] := 1− (1− p1,idle[i])
m+x+1 :

r2[i] := 1− (1− p2,idle[i])
m+x+1 :

r3[i] := 1− (1− p3,idle[i])
m+x+1 :

r4[i] := 1− (1− p4,idle[i])
m+x+1 :

re[i] := r1[i]+r2[i]+r3[i]+r4[i]
nodetype

:
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E1,succ[i] := (tpspoll · ptx + tpspollack · prx + tdata · ptx + tack · prx + 3 · tsifs · pidle) · p1,succ[i]:

E2,succ[i] := (tpspoll · ptx + tpspollack · prx + tdata · ptx + tack · prx + 3 · tsifs · pidle) · p2,succ[i]:

E3,succ[i] := (tpspoll · ptx + tpspollack · prx + tdata · ptx + tack · prx + 3 · tsifs · pidle) · p3,succ[i]:

E4,succ[i] := (tpspoll · ptx + tpspollack · prx + tdata · ptx + tack · prx + 3 · tsifs · pidle) · p4,succ[i]:

E1,coll[i] := (tpspoll · ptx + tpspollack · prx + tsifs · pidle) · p1,coll[i]:

E2,coll[i] := (tpspoll · ptx + tpspollack · prx + tsifs · pidle) · p2,coll[i]:

E3,coll[i] := (tpspoll · ptx + tpspollack · prx + tsifs · pidle) · p3,coll[i]:

E4,coll[i] := (tpspoll · ptx + tpspollack · prx + tsifs · pidle) · p4,coll[i]:

E1,idle[i] := pidle · tslot · p1,idle[i]:

E2,idle[i] := pidle · tslot · p2,idle[i]:

E3,idle[i] := pidle · tslot · p3,idle[i]:

E4,idle[i] := pidle · tslot · p4,idle[i]:

En1[i] := (E1,idle[i] + E1,succ[i] + E1,coll[i]) · 1000:

En2[i] := (E2,idle[i] + E2,succ[i] + E2,coll[i]) · 1000:

En3[i] := (E3,idle[i] + E3,succ[i] + E3,coll[i]) · 1000:

En4[i] := (E4,idle[i] + E4,succ[i] + E4,coll[i]) · 1000:

Energy[i] := n1·En1[i]+n2·En2[i]+n3·En3[i]+n4·En4[i]
nodetype

:

end do

> ExcelTools : −Export(Groups, cat(frame), 1, "A21"):

> ExcelTools : −Export(Group1, cat(frame), 1, "A22"):

> ExcelTools : −Export(Group2, cat(frame), 1, "A23"):

> ExcelTools : −Export(Group3, cat(frame), 1, "A24"):

> ExcelTools : −Export(Group4, cat(frame), 1, "A25"):

> ExcelTools : −Export(T − C1, cat(frame), 1, "B21"):

> b := Matrix(4, 1, [seq(U1[j], j = 1..4)]):

> ExcelTools : −Expost(b, cat(frame), 1, "B22"):

> ExcelTools : −Export(T − C2, cat(frame), 1, "C21"):

> c := Matrix(4, 1, [seq(U2[j], j = 1..4)]):

> ExcelTools : −Expost(c, cat(frame), 1, "C22"):

> ExcelTools : −Export(T − C3, cat(frame), 1, "D21"):

> d := Matrix(4, 1, [seq(U3[j], j = 1..4)]):

> ExcelTools : −Expost(d, cat(frame), 1, "D22"):
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> ExcelTools : −Export(T − C4, cat(frame), 1, "E21"):

> e := Matrix(4, 1, [seq(U4[j], j = 1..4)]):

> ExcelTools : −Expost(e, cat(frame), 1, "E22"):

> ExcelTools : −Export(T −RAWslot, cat(frame), 1, "G21"):

> g := Matrix(4, 1, [seq(H[j], j = 1..4)]):

> ExcelTools : −Expost(g, cat(frame), 1, "G22"):

> H := convert((ExcelTools : −Import(frame, "Sheet1", "G22:G25")), V ector):

> Sagg :=
H[1]·tRAWslot+H[2]·tRAWslot+H[3]·tRAWslot+H[4]·tRAWslot

tRAW
:

> ExcelTools : −Export(T [agg], cat(frame), 1, "I21"):

> ExcelTools : −Export(S[agg], cat(frame), 1, "I22"):

> F := (H[1]+H[2]+H[3]+H[4])2

nRAWslot·((H[1]2)+(H[2]2)+(H[3]2)+(H[4]2))
:

> ExcelTools : −Export(Fairness, cat(frame), 1, "J21"):

> ExcelTools : −Export(F, cat(frame), 1, "J22"):

> ExcelTools : −Export(Groups, cat(frame), 1, "A28"):

> ExcelTools : −Export(Group1, cat(frame), 1, "A29"):

> ExcelTools : −Export(Group2, cat(frame), 1, "A30"):

> ExcelTools : −Export(Group3, cat(frame), 1, "A31"):

> ExcelTools : −Export(Group4, cat(frame), 1, "A32"):

> ExcelTools : −Export(D − C1, cat(frame), 1, "B28"):

> d1 := Matrix(4, 1, [seq(t1,delay[j], j = 1..4)]):

> ExcelTools : −Expost(d1, cat(frame), 1, "B29"):

> ExcelTools : −Export(D − C2, cat(frame), 1, "C28"):

> d2 := Matrix(4, 1, [seq(t2,delay[j], j = 1..4)]):

> ExcelTools : −Expost(d2, cat(frame), 1, "C29"):

> ExcelTools : −Export(D − C3, cat(frame), 1, "D28"):

> d3 := Matrix(4, 1, [seq(t3,delay[j], j = 1..4)]):

> ExcelTools : −Expost(d3, cat(frame), 1, "D29"):

> ExcelTools : −Export(D − C4, cat(frame), 1, "E28"):

> d4 := Matrix(4, 1, [seq(t4,delay[j], j = 1..4)]):

> ExcelTools : −Expost(d4, cat(frame), 1, "E29"):

> ExcelTools : −Export(D −RAWslot, cat(frame), 1, "G28"):

> dg := Matrix(4, 1, [seq(tdelay[j], j = 1..4)]):
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> ExcelTools : −Expost(dg, cat(frame), 1, "G29"):

> tdelay := convert((ExcelTools : −Import(frame, "Sheet1", "G29:G32")), V ector):

> tdelayagg :=
tdelay [1]+tdelay [2]+tdelay [3]+tdelay [4]

nRAWslot
:

> ExcelTools : −Export(T [delayagg], cat(frame), 1, "I28"):

> ExcelTools : −Export(t[delayagg], cat(frame), 1, "Sheet1""I30"):

> ExcelTools : −Export(Groups, cat(frame), 1, "A35"):

> ExcelTools : −Export(Group1, cat(frame), 1, "A36"):

> ExcelTools : −Export(Group2, cat(frame), 1, "A37"):

> ExcelTools : −Export(Group3, cat(frame), 1, "A38"):

> ExcelTools : −Export(Group4, cat(frame), 1, "A39"):

> ExcelTools : −Export(RE − C1, cat(frame), 1, "B35"):

> re1 := Matrix(4, 1, [seq(r1[j], j = 1..4)]):

> ExcelTools : −Expost(re1, cat(frame), 1, "B36"):

> ExcelTools : −Export(RE − C2, cat(frame), 1, "C35"):

> re2 := Matrix(4, 1, [seq(r2[j], j = 1..4)]):

> ExcelTools : −Expost(re2, cat(frame), 1, "C36"):

> ExcelTools : −Export(RE − C3, cat(frame), 1, "D35"):

> re3 := Matrix(4, 1, [seq(r3[j], j = 1..4)]):

> ExcelTools : −Expost(re3, cat(frame), 1, "D36"):

> ExcelTools : −Export(RE − C4, cat(frame), 1, "E35"):

> re4 := Matrix(4, 1, [seq(r4[j], j = 1..4)]):

> ExcelTools : −Expost(re4, cat(frame), 1, "E36"):

> ExcelTools : −Export(RE −RAWslot, cat(frame), 1, "G35"):

> reg := Matrix(4, 1, [seq(re[j], j = 1..4)]):

> ExcelTools : −Expost(reg, cat(frame), 1, "G36"):

> re := convert((ExcelTools : −Import(frame, "Sheet1", "G36:G39")), V ector):

> reagg := re[1]+re[2]+re[3]+re[4]
nRAWslot

:

> ExcelTools : −Export(REagg, cat(frame), 1, "I35"):

> ExcelTools : −Export(reagg, cat(frame), 1, "I37"):

> ExcelTools : −Export(Groups, cat(frame), 1, "A42"):

> ExcelTools : −Export(Group1, cat(frame), 1, "A43"):

> ExcelTools : −Export(Group2, cat(frame), 1, "A44"):
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> ExcelTools : −Export(Group3, cat(frame), 1, "A45"):

> ExcelTools : −Export(Group4, cat(frame), 1, "A46"):

> ExcelTools : −Export(E − C1, cat(frame), 1, "B42"):

> en1 := Matrix(4, 1, [seq(En1[j], j = 1..4)]):

> ExcelTools : −Expost(en1, cat(frame), 1, "B43"):

> ExcelTools : −Export(E − C2, cat(frame), 1, "C42"):

> en2 := Matrix(4, 1, [seq(En2[j], j = 1..4)]):

> ExcelTools : −Expost(en2, cat(frame), 1, "C43"):

> ExcelTools : −Export(E − C3, cat(frame), 1, "D42"):

> en3 := Matrix(4, 1, [seq(En3[j], j = 1..4)]):

> ExcelTools : −Expost(en3, cat(frame), 1, "D43"):

> ExcelTools : −Export(E − C4, cat(frame), 1, "E42"):

> en4 := Matrix(4, 1, [seq(En4[j], j = 1..4)]):

> ExcelTools : −Expost(en4, cat(frame), 1, "E43"):

> ExcelTools : −Export(E −RAWslot, cat(frame), 1, "G42"):

> eg := Matrix(4, 1, [seq(Energy[j], j = 1..4)]):

> ExcelTools : −Expost(eg, cat(frame), 1, "G43"):

> Ener := convert((ExcelTools : −Import(frame, "G43:G46", )), V ector):

> Eagg :=
Ener[1]+Ener[2]+Ener[3]+Ener[4]

nRAWslot
:

> ExcelTools : −Export(Eagg, cat(frame), 1, "I42"):

> ExcelTools : −Export(E[agg], cat(frame), 1, "I44"):
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